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Analysis of Large Dry Cooling 
Towers With Power-Law Heat 
Exchanger Performance 
An analysis is presented for heat exchanger area, tower exit area, and exchanger tube 
length and number, for heat exchangers in large dry cooling towers, having performance 
parameters given by powers of Reynolds number, but otherwise under very general cool
ing-cycle constraints. The calculation method is illustrated for a "spine-fin" heat ex
changer which, in a tube size of about % in., seems capable of achieving low tower size in 
a practical device. 

Calculations, over ranges of water pumping power, approach, ITD, number of passes, 
tube size, tower shape (natural draft) or fan power (mechanical draft), and ambient pres
sure altitude are shown to be well represented by a chain of powers of these variables, and 
certain functions of the ratio of real to ideal tower exit area. This ratio is shown to have 
a best value, depending on the cost coefficients of heat exchange and exit areas, and it is 
pointed out that typical cost proportions lead to a fluid-mechanical "packaging" problem 
for the shallow heat exchangers which would be preferred. 

Introduction 

The future realization of the benefits of dry cooling for large power 
plants will depend on the reductions of size and cost that can be made, 
on the basis of technical improvement. In [l] ,1 of which this paper is 
a continuation, it was suggested that the key to such improvement 
is the use of a shallow and hence "fine" heat exchanger. In that paper, 
an idealized plate-fin exchanger was used to illustrate the analysis. 

Here we illustrate the analysis of [1] by adopting a specific heat-
exchanger type, namely the "spine-fin" device familiar through its 
use in General Electric home air conditioners. Essentially, a %-in. tube 
(carrying water in our case) is helically wrapped with a thin sheet slit 
into a series of narrow fins, so that when assembled, these fins stand 
out from the tube as spines. Visually, the device looks like a bottle 
brush of about 1 in. dia. We choose the spine-fin heat exchanger for 
study because it is a quite fine configuration which has proven satis
factory in long continuous service and which is claimed to have an 
attractively slow and gradual loss of performance due to fouling, and 
to be easily cleaned when necessary [2]. A particular tube and fin ge
ometry will be specified for study in a later paragraph. The essential 
results probably apply for any reasonably fine finned surface. 

After fully describing the heat exchanger type, the number of im
portant parameters requiring specification remain very numerous; 
initial temperature difference, approach, and water pumping power 
are a few examples. Therefore, we make calculations over as wide a 
range of relevant parameters as possible, keeping the process as an-, 
alytic as possible and, especially, looking for algebraic correlations 
of the results, so as to facilitate subsequent cost optimization studies. 
In fact, we shall find our results2 to be well represented by certain 
simple chain formulas which bring out the importance of the ratio 
(called { in [1]) of tower exit area to its ideal minimum. 

General Analysis 
We begin by recording the draft equation and certain definitions 

from [l]:3 

v Cv,Z"'V 

aiH |_ 
(oal'f-Y FT V~a^i 

thl1 (1) 

(2) 
* («7 / ' )3 / 2Y1 / 2 

We regard £, / ' , Pi (involved in \p), and ( to be parameters. The 
quantity multiplying £ in equation (2) is the minimum AE, which 

1 Numbers in brackets designate References at end of paper. 
Contributed by Heat Transfer Division of THE AMERICAN SOCIETY OP 

MECHANICAL ENGINEERS, and presented at the Winter Annual Meeting, 
Houston, Texas, November 5,1975. Revised manuscript received by the Heat 
Transfer Division June 21,1976. Paper No. 75-WA/HT-46. 

2 Numerical details are provided in a Cornell Report [3]. 
3 Symbols are defined in the Nomenclature. 
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would result if the only head loss were at the tower exit; that is, if the 
heat-exchanger exerted no drag on the rising air. Thus, £ is the ratio 
of AE to its ideal minimum value [1]. a/, the air temperature rise, is 
a variable requiring solution. Y is constant for mechanical draft, but 
is proportional to \/A~E for natural draft towers of constant shape. 
This will be our basic distinction between the two tower types. 

To continue, we introduce certain definitions concerning the heat 
exchanger. By definition of hydraulic radius rna, 

Aa = gsAc; where g3 = LJrha (3) 
and the hydraulic radius also enters into air-side Reynolds number 
(divided by 1000 for convenience) with the result 

R = gJ{ajAc)\ g4 ̂  WerhJ(10001') (4) 

We expect that power laws may satisfactorily describe the Reyn
olds-number dependences of heat exchanger behavior: 

S t a ^ S t o R - f ; K = ~-^KQR-k; T J O ^ O O R - " (5) 
St 

Hence, equation (6) of [1], which gives E, takes the form 

X = E 1 _ _ L = 1 R t + " a / V (6) 
VoE La/rha StoijoaF 

In effect, equations (1), (4), and (6) provide an equation connecting 
R and «/. 

Turning to the water side, we may combine equations (10) and (11) 
of [1] to give the water pumping-power ratio 

power 1 nLwfw 

Pu, = —z— = 7 yCl Q. 2 - dtCpJ'Tod - Pi) 
(7) 

Adopting the Colburn formula for/„, (equation (9) of [1]) gives 

ucJnLw(0.l84)Rew-1/!> 
Pw =- 2diCp J'T0(l - P/) 

where 

VC^D*/[(1-PI)N] 

Thus, pw is related to JV and Lw, both unknowns. 
Fig. 1 shows that 

Lw=g3Ac/N; ga^(rAc/Af)-
1 

or, eliminating Lw between equations (8) and (10), 

r- f^Ac 6/14 
N=i- , 

\ pw / I-Pi 
gl==p*n 

(8) 

O) 

(10) 

(11) 

We contemplate specifying pu„ so N and Lw are known if Ac is 
found. It should be emphasized that pw refers only to pumping loss 
in the tubes, not including header and header connection losses. 

From equation (3) of [1], and appropriate definitions, we know 

Q «/2f 
**w'lw (12) 

FI'To X 

Inasmuch as Aw — nNLujivdi, and the Colburn formula for Stu, may 
be used to express hw, we learn that 

0.023TT Re,J'6Fiw
l/shu,nNLw (13) 

FI'To X 

Equation (13) can be evolved into an equation connecting R and aj 
by first introducing equations (10) and (11) to eliminate ,NLW in favor 

^^Nomenclature.. 

Aa, Aw = heat-exchange areas on air and water sides 
Ac, Aj = free-flow area and frontal areas of heat exchanger 
AE = exit area of tower 
ao = ambient sound speed 
Ca, CE = cost coefficients of exchanger and exit areas (equation 

(3D) 
Cp = specific heat at constant pressure 

OjmwCpjXan6'1!' 

•Hi 
v /Af\/v*diPwy'sy/5 

ICp^aVx^Wip*2'^ 

di = inside diameter of tubes 
E = effectiveness factor 
F = counterflow equivalence factor 
/ = friction factor 
G = defined in equation (20) 
go, gi, g% #6 = defined in equation (21) 
gs, gi, gi, g» = defined in equations (3), (4), (10), and (11) 
g* = defined in equation (25) 
hw = water-side heat-transfer coefficient 
/ ' = ratio of initial temperature difference (ITD) to ambient air 

temperature 
K = Reynolds-analogy factor / /St 
k, t, u - exponents in equation (5) 
L0 = heat-exchanger depth (Fig. 1) 
Lw = length of water passages (Fig. 1) 
I = [Q/(V2ipoCP0To)}^ 
N = number of water passages (Fig. 1) 
n - number of water passes 

Pi = ratio of approach to initial temperature difference (Fig. 1) 
Pl = ratio of fan power to Q 
pw = ratio of frictional pumping power in tubes to Q 

Ac /v*di£u p * = 0.092u*2|d,-

Q = heat rejected from tower 
r = transverse tube spacing (Fig. 1) 

\ 1/5 "1-1 

rh„ - hydraulic radius, air side 
Pr, Re, St = Prandtl, Reynolds, and Stanton numbers 
R = Re„/1000 
Sto, KQ, T/OO = coefficients in equation (5) 
s = shape factor, YAE~1/2 

To = ambient air temperature 
vCw = bulk velocity in water tubes 

v*^Q/yPwCpJ'T0-4d^ 

W^4Q/(CpoTome) 
Y = generalized draft height (a0

2Pf/(y — l)g for mechanical draft, 
s AE112 for natural draft) 

z0 = 2 / ( 2 - ' f t - t ) 

zm = — [40 - 19(fe + £)]; ZMI = — [43 - 19(fe -ft)] 
14 14 

10 2 
zm = — [30 - 15fe - 13t + 2u]_1; zMi = —(6 - 3k - 2t + u ) " 1 

zo z0 

ai = ratio of air temperature rise to ITD 
t;o = air-side overall fin effectiveness 
K = defined in equation (25) 
X = deviation of E from unity (equation (6)) 
H, p = viscosity and density 
£ = ratio of actual Ag to its minimum (equation (2)) 

TN £4 I ^-2r /6/5 s2/5 

-5/2r>3/2 

L ln | ( l -

L( (7 

a,)/Pi\ 

W_]1/2 

1)8 S 

. /LaKoSto 

rha 

^ = a / - 2 ( l _ p 7 _ ( 

Subscript o represents ambient conditions, a and w represent air 
and water sides of the heat exchanger. Subscripts N and M represent 
natural and mechanical draft, and A represents evaluation for Case 
A with Pi = 0.6 and p w = 0.001. 
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air 
out 

T0(l+arl') 

To(H-l') 

Fig. 1 Sketch of heat-exchanger arrangement. Only bare tubes are Indicated. 
Fin geometry appears in Fig. 2 

Fig. 2 Sketch of assumed dimensions (in ft) of heat exchange element 

of Ac and then recalling equations (4) and (6). The result is 

R = gicp, 2/3 A 7 / 6 

( ) 
-19/5 H « / W 17/5 

(14) 
W " L (L0//-hJSto7jooFj 

Then, recalling that the draft equation (1), in combination with 
equations (4) and (6) also gives an equation relating R and a/, we may 
derive a single equation for ai. After considerable algebra, one finds 
this transcendental equation for a/: 

/ F g\ 
2/7 QSH-t-

= ) • 

(15) 

The various constants are tabulated below, and in the Nomenclature. 
One may easily solve equation (15) for a by iteration, and then cal
culate other quantities directly, by the equations which follow. In 
writing them, one must generally distinguish between mechanical 
draft (fixed Y) and natural draft (Y K AE1/2)', in the latter case, Y 
depends on a/, according to equation (2). 

ACN = gmGN«r<1+b°>; ACM = gM2GMc*r{1+w 

R = g4(a/A c)-1 

X = I - g6R
t+uai3HF; g^KLJrHjStoVoo}-1 

AEN, = gN6?4/B«/-6/6; A E M = gM&arm 

Aa, N, and Lw follow from equations (3), (10), and (11). 
The various quantities not already defined are 

(16) 

(IV) 

(18) 

(19) 

GN = (^/e/v^TJ^o; GM = (i/V^l)^> (20) 

gN,M0=(La/rhJSt0V00TN,M~Z0('+U) (21a) 

gN,Ml = gNMolTNM^/icgiW1 (21b) 

gN,M2=g4TN,M~ (21c) 

gm = m'-e/Bs-2/h;gm = £mr-m[(y _.lte/(ao2p/)]i/2 ( 2 1 d ) 

where the r's and z's are defined in the Nomenclature. 
The counter-flow equivalence factor F requires determination, and 

it depends on «/, Pj and heat-exchanger type. If we assume a suc
cession of water passes (n = 3 in Fig. 1) in cross-counter arrangement, 
with passes of equal effectiveness, and with each pass characterized 
by full mixing on the air side and no mixing on the water side, use of 
a standard chart [4] gives a Table of F(ai, Pi) which is well repre
sented by the following formula over the parameter ranges of inter
est: 

F=l-A(l- «/)-

where 

n 

1 

2 

3 

B 

• 0.80P/2 

(22) 
0.179 - 0.382P: + 0.212P/2 2.21 + O.lOPj -

0.0365 - 0.0425Pi 2.65 - 2.25Pr 

0.0101 - 0.0055Pz 3.22 - 3.70P: 

This completes the general analysis. The foregoing formulas are 
applicable to any tower for which either shape is) or draft height (pf) 
are constant, so long as the heat exchanger performance depends on 
Reynolds number according to power laws of the sort defined in 
equation (5). 

H e a t E x c h a n g e r P e r f o r m a n c e 
Fig. 2 shows a suitable idealization of the spine-fin heat exchanger, 

with a realistic set of dimensions; % in. is typical of the practical tube 
diameter used in air conditioners. The first four entries in Table 1 
correspond to these dimensions. We assume a longitudinal pitch of 
0.07715 ft, and a staggered array for re = 2 or 3. Calculations were made 
using a General Electric Company compilation [5] of heat-exchanger 
data for various general types, including the spine fin. The results 
appear in Fig. 3. 

Clearly, straight-line approximations are reasonable in this case, 
and we infer the parameters shown in Table 1 for use in equation (5). 
We will be interested in the effect of making d; much smaller than % 
in. On the basis of Reynolds-number similarity, we may still use the 
Table 1 parameters provided all dimensions are reduced in propor
tion. 

P a r a m e t e r S e l e c t i o n 
The heat exchanger is now fully described, and it remains only to 

specify cases for calculation, according to some scheme which would 
provide a broad picture of performance possibilities upon which 
subsequent optimizations could be based. 

The left column of Table 1 gives what we shall consider the basic 
case (A). The shape s = 1.703 is that of the Rugeley tower [6], and is 
probably reasonable for natural-draft towers. For mechanical draft, 
a fan power of 1 percent of heat rejected (about 2 percent of electric 
power generation) is reasonable; often 3 percent of output is men
tioned in describing such installations. Sea-level atmospheric pressure 
is assumed, and the design ambient temperature is taken to be 87CF, 
which is 95 percent maximum at Philadelphia, for example. ITD is 
taken to be 40°F; thus, entering water temperature is 127°F, and if 
the terminal temperature difference of the condenser is 7°F, con
densation would occur at 5.0 in Hg. [1]. We take Q to be 1.6-106 Btu/s, 
which is about that of the Rugeley tower. This heat-rejection rate 
would be needed for about 90 ftJWe of nuclear power generation. 
Thus, about 14 of our towers would be needed for a 1200 MWe nuclear 
plant. From these parameters, the last column of Table 1 and a set 
of the various g's may be calculated. 
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Fig. 3 Friclion factor, Stanton number, and fin effectiveness, versus Reynolds 
number for spine-fin heat exchanger, for n passes 

Water pumping power (fractional loss in tubes, only) is typically 
very small and pw = 0.0001 or 0.02 percent of electric power would be 
not unreasonable. In contrast, pw = 0.01 would mean 2 percent of 
electric power for frictional loss—surely too high to be acceptable. pm 

= 0.001, or 0.2 percent would be higher than ordinary, but perhaps 
economically desirable if the resulting tower cost is low. 

Approach Pi is typically. 0.4 or 0.5; however, larger values result in 
a smaller tower. In fact, the limit P/ = 1 proves to be thinkable for the 
tower (but not, of course, for the condenser!). We choose Pj = 0.6 and 
pm = 0.001 as basic values. 

We envision calculating tower performance, with both natural and 
mechanical draft, for the foregoing basic case over a range of the re
maining parameter f between 1.1 and 2.5. In the limit £ = 1, AE would 
have its minimum value, and Aa would presumably be infinite, while 
if | > 2.5, the tower would be too large, as we shall see. 

Next, we consider repeating our calculations for various modifi
cations of our basic case. Pi and pw must be varied, and other changes 
are listed in Table 2, labeled by letter for convenience. For example, 
Case C is unchanged from Case A except that the heat exchanger has 
3 passes instead of 2. We explore other changes, taken one at a time: 
They are mostly of self-evident interest; it might be remarked that 
in Case / , we change ambient pressure altitude from sea level to 5000 
ft, and in Cases N through R, we run through cases of constant Y down 
to 150 ft—these results would be convenient for assessing changes of 
Q for natural draft towers of fixed height. 

Owing to the simple algebraic character of the equations, each of 
the g's vary as powers of the parameters of Table 2, except n. 

R e s u l t s a n d D i s c u s s i o n 
For each case, for various f, p,„, and Pi, we solve equation (15) for 

ah Then, using equations (16), (3), (19), (10), and (11), we find the 
four basic design requirements: Aa, AE, N, and Lw. This procedure 
was carried out, and the results in tabular form appear in [3]. Here 
we will present certain graphical and analytical interpretations of 
those tables, emphasizing natural draft for the sake of brevity. 

Calculated Results. Fig. 4 shows results for Aa and AE for Case 
A (natural draft), under variations of Pi and pm. For a given Pu>, Pi, 

Table 1 Primary quantities for tower calculations (dimensions are ft, lb, Btu, si and °R 

di 
4rha 
AJAf 
r 
s 
Pf 

% 
T„ 
I 

Assumed 
parameters 

0.02767 
0.009080 
0.5200 
0.08333 
1.703 
0.01 
2116 
1 .610 s 

547 
40;Pr = 0 .6 ;p w 

n 

La 
St0 
K„ 
Tloo 
t 
k 
u 

= 0.0 

0.0776 
0.01971 
3.031 
0.8465 
0.375 
-0.100 
0.066 

Derived quant i t ies 
2 3 

0 .1543 
0.0'2163 
2 .762 
0 .8312 
0 .251 
0.024 
0.089 

0 .2319 
0 .02292 
2.607 
0 .8247 
0.233 
0.042 
0.092 

s 
W 
p* 
zo 
V* 
c 
TN 
TM 

21.28 
1.741-107 

16530 
1.1594 
107,850 
0.019464 
0.6759 
1.7258 

Table 2 Definition of calculated cases—blanks are left where entries would be unchanged from Case A 
'mbo 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
R 

O-10-5 

1.6 Btusc" ' 

3.2 
0.8 

/ 
40°F 

50 
60 

s 
1.703 

2.4 
1.0 

Pf 
0.01 

0 .015 
0.005 
0.004 
0 .0015 

3/8 in. 

1/8 

8 7 ° F 

60 
95 

Pa 
1 atrn 

0.832 
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and As (or tower height), Aa and £ are fixed. Evidently, a small tower 
size requires a large heat-transfer area, especially for small approach 
or low pumping power. It seems clear that no particular benefit results 
from using the very large pw of 0.01, as compared with 0.001. The 
apparent benefits of high approach would have to be balanced against 
the increased size and cost of the condenser and water headers. 

Presumably owing mostly to the greater depth (6 in.) of the Rugeley 
heat exchanger [1, 6], that tower would appear at the point Aa = 
7.5-106, AB = 3.5-104 in Fig. 4. A finer heat exchanger, such as the 
spine-fin, seems to provide a clear advantage as regards both tower 
size and exchanger weight. 

To each point in Pig. 4 corresponds a point on Fig. 5, which then 
gives the particular combination of N and /„ implied by Aa and AE-
In effect, Fig. 5 describes how a given parallel-circuit flow resistance 
(p,„) may be achieved for a certain total line length NLW proportional 
to Aa; obviously, if one wished to hold Aa constant, and reduce pw (for 
example), one would simply use more, shorter tubes. Fig. 5 shows such 
a tendency when results for pw = 0.001 and 0.0001 are compared. For 
Pi = 0.6, tube lengths are about 18 ft in the former case and about 9 
ft in the latter. 

In this study, we are ignoring questions of header arrangement and 
associated losses. For example, if Lw is very small and N is very large, 
the question of exit and entrance losses arises. Also, if P/ is near 1, 
frictional losses in the headers themselves could become important. 
These corrections would not be important in our parameter ranges, 
apparently. For a study of these "arrangement losses," see [7]. 

Fig. 6 shows the same sort of information as Fig. 4, but for the 
various (natural draft) cases defined in Table 2. Here, to reduce 
clutter, we give curves only for pw = 0.001 and P/ = 0.6. However, £ 
varies along each curve, typically from 1.1 at the left to 2.5 at the right. 
The curve labeled A repeats the (0.6,0.001) curve of Fig. 4. Referring 
now to Table 1, it would seem that over our range of interest, the 2-
pass arrangement would be preferred over either 1 or 3 (or more) 
passes, at least for the spine-fin surface assumed in this study. 

Aa would apparently improve by about 15 percent if all exchange-
element dimensions were reduced by a factor of 3. It turns out that 
tube lengths would also be reduced by about the same factor (but 
number would be larger, of course). It would seem doubtful that the 
A0 savings would warrant the development of a heat-exchanger sur-

50 

40 

30 

20 

o 

~i—i i i i 

3 4 5 6 7 8 9 1 0 
U 

20 30 40 50 

Fig. 5 Number versus length of tubes, corresponding to Fig. 4 

face based on Ys in. tubing. 
Curves E and F show the expected powerful effect of ITD on Aa 

and AE; a 20°F increase of ITD could reduce both areas by about %. 
For the same ITD, changes of temperature level (Cases G and H) have 
negligible effect, and are not shown. An area penalty of about 15 
percent results from a change of altitude from sea level to 5000 ft, 
owing to the reduced density of the air coolant. 

From [1], we would expect areas to scale roughly with Q4/5, and Case 
K would thus give areas about 60 percent of those in Case A, as curve 

3.5 4.0 

Fig. 4 Heat-exchanger area versus tower exit area for Case A, natural draft, Fig. 6 Heat-exchanger area versus natural-draft exit area for various cases 
with various approaches and water pumping powers, and otherwise the same defined in Table 2. Case A is the "basic" one. Except for S, C, and 0, £ is 
parameters as Case A. Dimensions in ft nearly constant on rays from origin. p„ = 0.001 and P, = 0.6 in all cases 
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Fig. 7 Area and cost functions for natural draft 

K in Fig. 6 in fact shows. 
Results for mechanical draft are generally similar to those just 

described, except that 3 passes is a more attractive, and 1 pass is a less 
attractive option. This result is presumable due to the effectiveness 
of large equivalent draft height in overcoming the drag associated with 
multiple passes. 

So far, the only tower losses we have considered are those due to 
the heat exchanger and the tower exit loss. Other losses occur, of 
course, and Rossie, et al. [8] have estimated these extra losses as 37 
percent of exit head loss, for natural draft. The present analysis can 
easily accommodate such a correction, because £ is also directly related 
to exit head loss. In effect, we may imagine that exit head loss is in
creased by a factor (3 (= 1.37, if Rossie's suggestion is adopted). Then, 
since the factor multiplying £ in equation (2) is proportional to the 
square-root of the exit loss, equation (2) may be modified by inserting 
the factor V/? on the right side. The rest of the analysis is unaffected 
(equation (1) stands without change), and /3 enters only in the final 
calculation of AE, if Y is fixed (as for mechanical draft). For natural 
draft (e.g., Fig. 6), it is quite accurate to interpret the abscissa AE as 
the actual AE divided by /?2/6; i.e., the scale is contracted by 13 percent 
if/} = 1.37. 

Analytical Correlations. Figs. 4 and 6 show properties suggesting 
two possibilities for correlation: 

(1) Constant values of £ tend to lie along rays from the origin; that 
is, AJAE tends to be a function of £ alone. In fact, equations (3), (16), 
and (19) give 

AE 

/g3gN2\ GN(%) 

\ SfJR I 
,0.2(l-z0) (23) 

gm ' £4/5 

for natural draft, and a similar equation for mechanical draft. Since 
0 .2(1- z0) = -0.032 and ar is in the range 0.6-0.7, the last factor of 
equation (23) is always very nearly 1. Similarly, it may be shown that 
the first factor, while depending strongly on n, and slightly on d;, is 
nearly independent of other parameters. Using the values for Case 
A, namely 145.8 (natural) and 125.5 (mechanical) as references, we 
record in Table 3 the values of 

^ / ^ w 1 4 5 . 8 o r ») / 1 2 5 . 5 m 
V gNe 11 V §M6 11 

(2) The shapes of the various curves in Figs. 5 and 7 tend to be 
similar, though they are not hyperbolas, as one might first guess. In
stead, they follow closely a rule that AQAE is a function of £. There is 
no easily-seen theoretical reason for this result. In any event, if it is 
true, then the additional fact that AJAE is a function of £ (nearly) 
means that AE and Aa separately must be functions of £. 

In other words, we propose the correlations 

AE = *AEA(0; Aa = g*nAaA(Z) (25) 

at least for Pj = 0.6, pw = 0.001. Fig. 7 shows the reference functions 
based on Case A. For each case, over a range of £, the ratio AE/AEA was 
found to vary only slightly (except when number of passes was 
changed) as shown in the column AK of Table 3. The representative 
value of K was chosen at £ = 1.5 for natural and 1.3 for mechanical 
draft. For Cases E through L, omitted from Table 3, the variation of 
K is less than 1 percent, and g* is within 2 percent of unity. Clearly, 
the correlations of equation (25) are successful within the expected 
accuracy of heat-exchanger analysis. 

As to variations with P[ and PWl numerical results show that AE 
varies independently with Pj, and (less accurately) with pw. Other 
data at Pj - 0.8 and pw = 0.01 support the idea that a power-law-
variation may be assumed. For example, AE ~ P / - 0 - 4 3 for natural 
draft. Applying the same reasoning for the other variations described 
in Table 2, we develop the final grand correlation formulas for all 
2-pass cases considered. 
Natural. 

AB _ 1 Aa /Pp.-0-43 / Pw yQ.033 M y . 2 0 

.0.6/ Vo.001/ \ % / 
/ J v - 1 . 1 8 / s x -0 .28 / Q sU.Hb X U feo") (u^) (26) 

Mechanical. 

,Pj\-0A9 I pw x -0.04B /d; \ 0.27 = /n_y"A* ( P* \'""4b /£i\u 

\ 0 . 6 / VO.001/ V%/ 
/ I x -1.35 / pf \ -0.32 Q 

X ( — ) (-&-) * K (27) 
\ 4 0 / VO.01/ 1.6 • 106 

Both Natural and Mechanical. 

Table 3 Summary of results as to variation with £ —unless otherwise noted, Pj = 0.6 and pw = 0 .001 

Case 
A (0.6, 0.001) 

(0.6,0.0001) 
(0.4, 0.001) 
(0.4, 0.0001) 

D 
M 
N 
R 

K at £ = 1.5 
1 

1.08 
1.19 
1.29 
0.80 
1.17 
— 
— 

Natural 
M 
0 

0.04 
0.01 
0.07 

-0 .07 
-0 .02 

g* 
1 
1 
1 
1 

1.191 
1.035 

K a t £ = 1.5 
1 

1.13 
1.23 
1.39 
0.74 
1.24 
1.35 
1.88 

Mechanical 
AK 

0 
0.05 

0 
0.07 

-0 .04 
-0.02 
-0.05 
-0 .13 

g* 
1 
1 
1 
1 

1.191 
1.057 
1.076 
1.163 
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2.07 / I \~l / T \ - l /dA-2.U7 / 1 \~l / T \ 

Vl.6-105 / 

Q \0.64 Aa
5'u 

<1-Pl)pl 5/14 
(28) 

(29) 

These correlations show the important role of £, the ratio of AE to 
its theoretical minimum, which appears to be analogous to the "ef
fectiveness" (e) of heat-exchanger analysis. 

Cost Optimization. The chain character of the correlations just 
described implies that each parameter may be separately optimized 
against its external counterpart (e.g., approach Pj versus condenser 
size), and that a relative cost minimum exists for variations of Aa and 
AE- In other words, there is a best f which is nearly independent of 
other variables. 

Specifically, suppose a general cost expression includes these two 
linear terms 

C = CEAE • 10~4 + CaAa • 10-6 + . . . (30) 

with constant coefficients CE and C„. Such a linear formula cannot 
always be assumed, of course; however, it will suffice for present 
purposes of illustration. Equation (25) permits equation (30) to take 
the form 

KC, 
= AEA(0-10-4+(^-g*)AaA(e •10~6 + . (31) 

If so, Fig. 7 shows that the right side of equation (31) would be mini
mum at a value of £ below about 1.5 (about 1.3 applies for mechanical 
draft). In any event, knowledge of Ca and CE would fix a best £, re
gardless of other parameters. Further, the special importance of re
ducing heat-exchanger cost is demonstrated; it is associated with the 
more strongly varying quantity when £ is small. 

t 

AEx I0 ' 4 

Fig. 8 Heat-exchanger versus exit area, for natural draft and 1, 2, and 3 
passes (Cases B, A, and C) with pw = 0.001 and P = 0.6, showing values 
of £, Ca/CE, and A,/AE at various points 

(32) 

Finally, we return to Fig. 6 and observe that a best £ in the range 
of 1.5 would imply a firm choice of two passes for natural draft, but 
results [3] are ambiguous as to a choice between two and three passes 
for mechanical draft, if £ should be less than 1.3. This point requires 
further study, for a variety of fine surface types. 

Heat-Exchanger "Packaging" in the Tower. Finally, we must 
recall that tower geometry must be arranged to provide the frontal 
area called for by the solutions we have presented. This requirement 
can be expressed as the ratio AJIAE- In the natural-draft Rugeley 
Tower [6], an Af/AE of 2.18 is achieved by arranging heat-exchanger 
panels in a folded oblique pattern. The obliquity is nearly 60 deg, 
which seems to be a conventional limit for heat exchangers. If the heat 
exchanger panels are in a horizontal array, as at Grootvlei [9], a 
maximum Af/Ag of about 4 would seem feasible, for a 60 deg folding 
of the panels. 

Equations (20) and (23) yield the following approximate but general 
equation for natural draft, and a similar one for mechanical draft: 

A, = A,rha Aa = 1 gN2 j O ^ o - " 

AE AC La AE AJA, gm (£2 - 1 )°-5*° 

Clearly, the nearer AE is to its minimum, the greater the Af/Ag re
quirement. This relationship is shown for natural draft in Fig. 8 for 
one, two, or three passes. Also shown are the cost-coefficient ratios 
for which each particular value of £ would be optimum, according to 
Fig. 7. Thus, for two passes, if CB/CE were 0.2, the optimum £ would 
be 1.2 and a "packaging ratio" of 6.9 would be needed to achieve that 
optimum. The figure shows that there is little advantage in choosing 
three passes instead of two. In that case, Af/AE would be 6.7, and the 
total cost (from equation (30)) would be nearly the same. A single pass 
would not be of advantage for reasonable values of Ca/CE-

It should be remarked that values of Ca/CE ranging between 0.2 
and 0.8 are reasonable; equation (30) shows the corresponding ratios 
of heat-exchanger to tower costs to be 0.5 and 1.1. The cost break
downs given in the Appendices of [8] suggest that "bundle" costs and 
costs attributable to tower size are about equal. A decrease of heat-
exchanger cost or a continuation of the trend to relatively higher field 
construction costs could certainly lead to values of the ratio in the 
neighborhood of 0.5. 

If, as we suggest, the best C„/CE ranges between 0.2 and 0.8, then 
horizontal arrays would probably be favored, to make large values of 
AJ/AE more feasible. Even so, one would need much more than the 
customary 60-deg obliquity in order to achieve the optimum Af/As-
It is therefore clear that innovative tower shapes and heat-exchanger 
configurations will be needed to exploit the potential savings associ
ated with shallow heat exchangers. 

Concluding Remarks 
The present study has shown that shallow arrays of rather fine heat 

exchangers have excellent prospects for achieving important reduc
tions of heat-exchange area and draft requirement for large dry 
cooling towers. The spine-fin surface exemplifies this approach, but 
other finned surfaces of comparable fineness would no doubt do as 
well. It seems from Fig. 6 that there is no great advantage in air-side 
hydraulic diameters much less than the value of 0.01 ft emphasized 
herein. 

Rather extensive calculations covering changes of all important 
performance parameters were shown to correlate strongly with a ratio 
(£) of exit area to the ideal exit area for no heat-exchanger drag. A 
chain formula was shown to represent the correlation quite well, 
permitting step-by-step cost optimization. In particular, if the cost 
coefficients for Aa and AE are known, a relative cost minimum exists 
for some £, regardless of other parameters. 

Research will be needed to discover how an optimally shallow heat 
exchanger of large frontal area may be "packaged" in a cooling tower 
of the corresponding minimum size. 
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Numerical Study of the Velocity 
and Temperature Fields in a 
FIow-Through Reservoir1 

The fluid dynamic and temperature fields in a reservoir are numerically simulated by 
means of a finite difference procedure. The flow in the rectangular reservoir is assumed 
to be two-dimensional in a vertical plane. Inflow is allowed at the surface on one end of 
the reservoir and outflow occurs at any depth on the opposite end: The reservoir inflow 
is set at a given temperature and velocity so as to simulate the thermal discharge from a 
power generating facility. At the surface of the reservoir wind shear, short wave and long 
wave radiation, evaporation, and convective heat transfer are taken into account. The ef
fects of inflow/outflow, wind shear, and heat transfer on the reservoir are discussed. 

Introduction 

In the United States today there is a growing concern for the 
preservation and improvement of the quality of the nation's envi
ronment. Recently emerging as a special environmental issue is the 
problem of the thermal pollution of the nation's water resources. 
Thermal pollution refers to the degradation of the aquatic environ
ment by heat. The discharge of heated water into ambient water 
causes a temperature rise which leaves very few physical, chemical, 
or biological processes unaffected [l].2 In order to understand the 
natural fluid motion in lakes and rivers, and to predict the effects of 
thermal discharges from power plants, mathematical modeling of the 
phenomena must be employed. 

Water Resources Engineers (WRE) [2,3] developed a mathematical 
model to describe the thermal behavior of a deep reservoir subject to 
various hydrologic, meteorologic, and climatic conditions. While the 
model is capable of simulating prototype thermal behavior, it has the 
disadvantage of being one-dimensional. That is, even though all mass 
and energy in the reservoir is accounted for, transfer of mass and 
energy occurs only along the vertical axis; horizontal flows are disre
garded. Park and Schmidt [4] extended the WRE model to include 
mass and energy transfer in the horizontal direction. The extended 
model is two-dimensional, but it does not treat the mechanics of the 
flow. Clay and Fruh [5] developed a model similar to the WRE model 

1 This work was funded by the Lower Colorado River Authority, State of 
Texas. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 27-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division June 7, 1976. Paper No. 75-
WA/HT-60. 

to investigate selective withdrawal. Except for the outflow profile, 
reservoir hydrodynamics and currents are ignored in the reservoir 
simulation. Liggett [6] presented a finite difference method for 
computing the flow in shallow lakes. The MAC method was used to 
solve the Navier-Stokes equations in horizontal layers of the lake. The 
continuity equation was used to calculate the motion in the vertical 
plane. Although Liggett did not consider heat transfer effects, he 
presented one of the first solutions to lake circulation using the full 
nonlinear equations. 

Stratified flows were modeled numerically by Terry, Mercier, and 
Slotta [7] using the MAC method. The model deals with the hydro
dynamics of stratified flows, but the thermal behavior of the water 
is ignored. Dake and Harleman [8] presented an analytical and lab
oratory study of thermal stratification in lakes. A theory was devel
oped for the time dependent vertical temperature distribution in a 
deep lake during the yearly cycle of solar heating and cooling. The 
analytical model was based upon the one-dimensional energy equation 
in the vertical direction, neglecting the hydrodynamics of the lake. 
A numerical model was developed by D'Arezzo and Masch [9] to in
vestigate near-surface hydrodynamic and transport phenomena in 
water impoundments. Considering two-dimensional transport in the 
fully mixed surface layer of a water impoundment, it was concluded 
that wind induced surface currents were the most important transport 
mechanism. The effect of surface wind was also studied in laboratory 
experiments by Urban [10]. He investigated the thermal behavior as 
well as the flow fields in a small stratified laboratory reservoir. With 
a heated surface discharge, the development of temperature fields 
was studied for various withdrawal depths and surface wind condi
tions. Wind velocity and direction were found to strongly affect the 
temperature field development. Huber, Harleman, and Ryan [11] 
presented a method for the'prediction of the vertical temperature 
distribution in stratified reservoirs. The mathematical model pre
sented was similar to that of Dake and Harleman [8], but they added 
energy transport by means of convection in the vertical direction. An 
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explicit finite difference method was used to solve one-dimensional 
unsteady energy transport equation. 

The present study is concerned with the simulation of the velocity 
and temperature fields in a reservoir under various natural and arti
ficial conditions. The motion of a viscous heat conducting fluid is 
considered in the vertical plane of an idealized two-dimensional res
ervoir. The reservoir is of rectangular cross section in the vertical plane 
with inflow at one end and outflow at the other. The Navier-Stokes 
and energy equations are solved on a digital computer using finite 
difference approximations. In order to show the fundamental fluid 
motion, the effects of wind shear and inflow/outflow without tem
perature effects are presented first. These driving phenomena are then 
combined with heat transfer effects and heated inflow so as to treat 
the thermal discharge problem. 

Mathematical Analysis 
Governing Equations. Consider the two-dimensional motion of 

a viscous, heat conducting, Newtonian liquid. Equations describing 
this motion are the vorticity transport equation, stream function 
equation, and energy equation. 

dt~ dx 
.+JL/2!£+ i f fv_i2P (1) 

Re \dx2 dy2/ Frdx dy 

dH . 

dx2 dy2 f 

at' 

d(uT) d(vT) 1 /d2T <P7\ 

K \dx2 + dyV dx dy P e \dx2 dy2 

-d^r/dx, Re = Reynolds number, P r 

(2) 

(3) 

and u = dV/dy, v - -d^f/dx, Re = Reynolds number, P r = Froude 
number, and P,, - Peclet number. These equations have been non-
dimensionalized by defining 

x = x'/W, 

v = V'/UQ', 

P = p'/po', 

y = y'/Lo', 

f=f/(uo'/Lo'), 

t = t'HLo'/uQ'), 

u = u'/ud, 

T = T'/To', 

•$> = W/uo'Lo', 

where Lo' = lake depth, uo' = characteristic velocity, TV = inflow 
temperature, and po' = density at inflow. 

Concerning the assumptions applied to equations (l)-(3), the flow 
is assumed to be laminar. Most investigators in the past have made 
the same assumption, although it is typically stated as "The eddy 
viscosity coefficient for momentum and energy transfer is assumed 
constant." The Peclet number is assumed constant for a given flow 
field. The density is considered to be a function of temperature only 
and is calculated from a second degree, polynomial curve fit of ex
perimental data for water.3 

The vorticity equation and the energy equation are both parabolic 
in time, second order, nonlinear, partial differential equations. They 

are coupled through the temperature dependent buoyancy term in 
the vorticity equation. The stream function equation poses a boundary 
value problem given by the linear elliptic Poisson equation with 
vorticity acting as the driving function. 

Finite Difference Method. The geometry of the assumed rec
tangular reservoir and the finite difference nomenclature are shown 
in Fig. 1. The mesh spacing in the x-direction is Ax andthey-direction 
is Ay. Subscripts (i, j) are associated with each mesh point, so that 
the space variables may be expressed as *; = (i — l)Ax, for i = 1, 2, 
. . . , / and yj = (j ~ l)Ay, for; = 1,2,.... ,J. Time is segmented into 
equal intervals At so that the nondimensional time t is t = nLt, for 
n = 0 , 1 , 2 , . . . . The notation <j>ijn denotes the value of a variable <j> at 
the mesh point (i, j) at time level n. 

In a large scale reservoir, advection is the principal transport 
mechanism because relatively high Reynolds numbers are being 
considered. For high Reynolds numbers it was found that particular 
care had to be taken in choosing a differencing scheme for the ad
vection terms in the vorticity equation. After several numerical ex
periments it was decided to use a scheme reported by Gentry, Martin, 
and Daly [13] termed the second upwind differencing method. The 
second upwind differencing method possesses both the conservative 
and transportive properties and, for certain advection fields, is a 
second order differencing scheme [14, p. 73]. 

The second upwind differencing method applied to the advection 
term d(u£)/dx is 

bx I ij Ax 

where 

UR = (uij + Ui+ij)/2, uL = (ui-ij + utj)/2 

| fy for UR > 0 

Ifi+ij- f o r u i ? < 0 

ffi-U f o r u L > 0 

I fy for UL < 0 

The finite difference representation of they-derivative advection term 

g(uf) 
5y 

VTJT ~ VB$B 

Ay 

where 

3 For more details of the present investigation, see reference [12]. 

vT = (Vij + i>;,,+i)/2, vB = (vij-i + Vij)/2 

I fy f o r y r > 0 

U.j+1 f o r y r < 0 

ffiV-i f o ru j s>0 

1 fy for VB<0 

The advection terms in the energy equation are treated analogous

ly. 

•Nomenc la ture i . 

cp = specific heat at constant pressure 
g' = gravitational constant 
F r = Froude number, [ud2/(g'L0')] 
k = thermal conductivity 
Lo = reservoir depth 
P e = Peclet number, (ReP r) 
P r = Prandtl number, {cp'ii'/k') 
qa = long wave atmospheric radiation to the 

surface 
qb = back radiation from the surface 
qc = convective heat transfer to the surface 
qe = heat transfer from the surface by evap

oration 

qs = short wave radiation to the surface 
qr - total heat transfer to the surface 
Re = Reynolds number, {UO'LQ'/V') 
t = time 
T = temperature 
TQ = inflow temperature 
u, v = velocities in the x-, y-directions, re

spectively 
uo = characteristic velocity 
x, y = coordinate system (Fig. 1) 
f = vorticity, (du/dy — dv/dx) 
fi = absolute viscosity 
v = kinematic viscosity, (M/PO) 

p = mass density 
TS = shear stress of the air on the water sur

face 
ty = stream function 

Superscripts 

( )' = dimensional quantity 
( )" = time level n of numerical integration 

Subscripts 

( )n = air 
( )ij = mesh point (i, j) 
( )w = water 
( )s = surface 
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Fig. 1 Reservoir and finite difference mesh 
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The buoyancy term in the vorticity equation is differenced using 
the first upwind differencing method [14, p. 64-67]. This is a first 
order, one-sided, differencing scheme with the choice of differencing 
side dependent on the direction of the local flow. The finite difference 
form of the buoyancy term is 

bx 
PR - PL 

Ax 

where 

PR ~ PL'-
iPij-Pi-lJ f o r u ; / > 0 

Ipi+lj - Pij for Uij < 0 

The parabolic vorticity and energy equations are solved using the 
alternating direction implicit (ADI) method of Peaceman and 
Rachford [15]. The method is second order in time and, because of 
its numerical stability properties, permits a larger time step than most 
explicit methods. The ADI method advances the solution from time 
level n to time level re + 1 in two steps. The first step advances the 
solution in the x -direction to an intermediate level, usually termed 
n + \ . The second step advances the solution in the y-direction to 
time level n + 1. For details of the ADI procedure applied to the 
vorticity and energy equations, see reference [12]. 

The stream function equation, equation (2), is approximated by 
using second order centered space differences. 

Ax2 Ay2 

This equation is solved using successive overrelaxation [16]. 
Initial and Boundary Conditions for Vorticity and Velocity. 

The computational problem is initialized with the fluid at rest. Con
sequently, at all interior points the u and v velocity components and 
the vorticity are set to zero, while the stream function is constant. 

The left, right, and bottom boundaries of the reservoir (see Pig. 1) 
are considered impermeable; requiring that the normal component 
of velocity be zero at the walls. Imposition of the no-slip condition at 
solid boundaries makes the tangential velocity component zero. A first 
order difference approximation is used for vorticity along the solid 
walls. 

The fluid surface is considered a rigid, slip wall. That is, the vertical 
velocity component is zero at the surface, while the horizontal velocity 
is free to develop. 

The influence of wind on the water surface is treated in the fol
lowing manner. Assume that the local shearing stress T5 due to wind 
action at the air-water interface is known. Then at any point on the 
surface TS = p.w(du/dy)s where /iw is the viscosity of water. Using the 
definition of vorticity and the fact that u = 0 at the surface, one has 
fs = rjpw-

An expression was sought for shearing stress at the water surface 
which would reflect the turbulent boundary layer of the wind. The 
following empirical expression by Schultz-Grunow [17] for estimating 
the local shear of a turbulent boundary layer at a distance x from the 
leading edge of a flat plate was chosen for TS. 

T S = 0.185 Pa'(ua')
2 (log R eJ-2-6 8 4 

where Rc< = local Reynolds number for air. This expression compares 
very well with experimental data for turbulent boundary layers on 
flat plates. In order to simulate the build up of the boundary layer over 
land, the lake edge was taken to be two-dimensional units from a 
hypothetical "leading edge." After nondimensionalizing, the ex
pression for vorticity at the surface due to wind shear becomes 

L = 0.185 P / ( u / ) ^ ( l o g R e > ) _ 2 , 6 8 4 

U(j Pw 

Because vorticity is generated by a temperature gradient in the 
x-direction, the vorticity at the surface must be calculated at each time 
step when temperature is being considered in the problem. Advancing 
the value of vorticity at the surface is accomplished by using an ap
propriate finite difference analog of the continuum vorticity equation 
represented by 

bt 5x by Re \bx2 by2) F r 

1 b_£ 

bx 

The y-advection term makes no contribution, because the u-velocity 
is zero at the surface. The y -diffusion term is evaluated by defining 
an image point (J + 1) a distance Ay above the surface. By letting £/+i 
= £/, the y-diffusion term at the surface is differenced as 

by2\ 

fc/+i — 2fc/+ f j -

Ay2 

fa - fa-
Ay2 

The inflow is restricted to the left boundary near the surface while 
outflow is at the right boundary at any depth. It is assumed that the 
rates of inflow and outflow are equal, and there is no accumulation 
of fluid in the reservoir. For computational convenience, inflow and 
outflow take place over four boundary nodes. A parabolic velocity 
profile is assumed at inflow, while a slug flow is used at the outflow. 
Using these velocity profiles one can easily calculate the values of 
stream function and vorticity at the inflow and outflow. 

Initial and Boundary Conditions for Temperature. The 
temperature is initially considered constant everywhere unless the 
reservoir is to be initially stratified. In this case, the temperature 
distribution is represented as horizontal isotherms. 

At inflow, the temperature is an input parameter and is specified 
as a constant. At outflow, the temperature gradient in the x -direction 
is taken to be zero. The walls are assumed to be perfectly insulated, 
implying a zero normal temperature gradient at the walls. This is 
expressed using a first order difference approximation. 

Like vorticity, the surface temperature must be updated at each 
time step. Let the finite difference form of the energy equation at the 
surface be represented by 

ST 

bt ' 

5 T _L_ 

bx P e 

/b2T b2T 

\bx2+ by2, by*/ 
+ qr 

The y-advection term is omitted because the u-velocity at the surface 
is zero. The y-diffusion term at the surface is evaluated as 

h2T\ Tj- Tj-i 

by2 \J Ay2 

by setting the temperature at the image point {J + 1) equal to the 
surface temperature and using centered differencing. 

The source term, qr, represents the net energy flux to the surface. 
This can be expressed as the algebraic sum of five separate fluxes as 
follows [2, 3]: 

qr = qs + qa-qb~qe + qc 

where 

qs = net short wave radiation flux absorbed at the surface, 
qa = net long wave atmospheric radiation flux absorbed at the 

surface, * 
<?(, = back radiation flux from the water surface to the atmo

sphere, 
qe = energy loss by evaporation, and 
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qc = convective energy flux between the water surface and the 
overlying air mass. 

Short wave solar radiation and long wave atmospheric radiation 
represent energy gains which are independent of the temperature of 
the water. Heat exchange dependent on the surface water temperature 
occurs through back radiation, evaporation, and convection. Back 
radiation and evaporation represent heat losses, while the contribu
tion by convection may be positive or negative depending on the water 
and air surface temperatures. 

The net short wave solar radiation crossing the air-water interface 
may be calculated as described by WRE [2, 3] as a complicated 
function of latitude of the site, time of day, season, cloud cover, re
flectivity of the water, etc. Rather than admit parameters such as 
season and time of day into the problem, a daily average reported by 
Park and Schmidt [4] was used for the value of the heat flux due to 
solar radiation. 

q,' = 9.237 W/m2 

The net long wave atmospheric radiation is calculated as described 
by WRE as 

<7a' = C V ( 7 y ) 8 C L ( l - f l ) 

where 

C = empirical constant = 9.36 X W~6/K2 

CL = correction factor for cloudiness given by ci = 1.0 + 0.17 c2 

c = fraction of sky occupied by clouds = 0.1 
R = reflectivity of water surface for atmospheric radiation = 

0.03. 

Loss of energy from the surface by long-wave back radiation is ex
pressed by WRE as a function of the absolute water surface temper
ature as 

%,' = 0.97<r'(7V)4 

WRE proposed that the evaporative energy flux be represented 
by 

qe' - Pw'LJE' 

where 

Lw' = latent heat of vaporization, J/kg 
E' = evaporation rate, m/s 

The rate of evaporation is given by WRE as 

E> = N'ua'(e/ - ea') 

Fig. 2 Streamlines for a 3.05 m/s surface wind (Aty = 0.005, R„ = 7.5 X 
105) 
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where 

N' = an empirical constant = 1.56 X 10 - 9 millibars -1, 
e s ' = saturation vapor pressure of air at the temperature of the 

water surface, millibars, 
e„' = water vapor pressure, millibars. 

Convective heat transfer at the surface is considered to be a function 
of wind velocity, pressure, and the temperature gradient in the air 
mass immediately above the water surface. WRE represents these 
factors in the equation 

P' 
1°' = 7 ^ 7 Pu,'Cp'N'ua'(Tad' ~ Tw') 

Z.OOD 

where 

P' = barometric pressure = 995.6 millibars 
Tad' = dry bulb air temperature, °C 

The previous expressions for surface heat flux when summed give 
the net heat flux at the surface as a dimensional quantity which must 
be properly nondimensionalized to be consistent with the rest of the 
problem. 

D i s c u s s i o n of R e s u l t s 
Computational results are obtained using a 21 X 21 finite difference 

mesh for a square reservoir geometry and a 31 X 21 mesh for a rec
tangular geometry. The Reynolds numbers, based on reservoir depth, 
inflow velocity (or average surface velocity if no inflow occurred), and 
absolute viscosity, are in the range 1.3 X 103- 7.5 X 105. The depth of 
the reservoir is 6.10 m for the wind alone case and 0.61 m for all other 
cases computed. The computer time on a CDC 6600 is typically 250 
s on the 21 X 21 mesh, 400 s on the 31 X 21 mesh without the energy 
equation, and 700 s on the 31 X 21 mesh with the energy equation. 

The results will be presented in three phases. First, the water is 
driven only by the wind shear acting at the surface. Next, inflow and 
outflow are introduced to the problem with wind being retained as 
an optional parameter. Finally, the effect of heat transfer is incor
porated into the problem. 

Wind Effects. Consider the case of a 3.05 m/s surface wind 
blowing from left to right over a square reservoir. A streamline plot 
of the steady state computer solution is shown in Fig. 2. An arrow on 
certain streamlines denotes the direction of flow and a dot indicates 
a dividing streamline, i.e., a streamline which divides different cir
culation regions. The surface vorticity, which is proportional to the 
shearing stress of the wind, decreases slightly from left to right re
flecting the growth of the boundary layer of the wind on the water. 
The water at the surface is accelerated by the wind from roughly 1.5 
X 10~4 m/s near the left corner to about 0.27 m/s near the right corner. 
As can be seen from the spacing between streamlines (A^ = 0.005) 
the motion in the reservoir is very slow except near the corner of the 
surface and leeward boundary. 

The streamlines near the surface are seen to rise as they approach 
the right wall. This is a phenomenon characteristic of stagnation flows 
in which streamlines divide as they approach a solid barrier. As a 
consequence of the fluid's being constrained at the surface, the water 
is forced to move back down the right edge of the cavity. 

After the present investigation was completed, it was brought to 
the authors' attention that experimental correlations for wind shear 
stress on water surfaces are available. Typical correlations for various 
size bodies of water are presented by Wu [18]. A comparison was made 
between the average shear stress calculated by the present method 
and that obtained from the correlations of Wu. It was found that they 
compared very well for the reservoir size and wind speed used in the 
present simulation. For larger reservoirs, however, experimental 
correlations, such as that of Wu, should be used. 

Inflow-Outflow Effects. Fig. 3 shows streamline plots of the 
steady-state solutions obtained with the outflow positioned at the 
surface, at middepth, and at the bottom of the reservoir. Regardless 
of the outflow position, the flow is segregated into two distinct regions 
by the dividing streamline. Below the dividing streamline, the fluid 

Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



WIND 

Fig. 4 Streamlines for inflow/outflow and wind ( A * = 0.05, R, = 1.1X 104): 
(a) inflow/outflow; (b) inflow/outflow with 1.52 m/s opposing wind 

Fig. 3 Streamlines for outflow at various depths ( A ^ = 0.01, R„ = 1.3 X 
103): (a) outflow at surface; (b) outflow at middepth; (c) outflow at bot
tom 

is slow moving and is trapped within a region bounded by the dividing 
streamline and the walls. Providing impetus for the circulation is the 
relatively fast moving fluid above which enters at inflow, passes 
through the cavity, and exits at the outflow. Fig. 3(a) shows the 
trapped flow below the dividing streamline is moving extremely slowly 
with respect to the through-flow. Lowering the outflow position (Figs. 
3(6) and 3(c)) increases the speed of the trapped fluid in two ways. 
First, the amount of circulating fluid is reduced because the 
through-flow occupies a greater portion of the cavity. Second, the 
length of the interface between the two flows is increased, which tends 
to increase the total shear acting on the circulating fluid along the 
interface. 

Fig. 4 shows the streamline plots of the steady flow in a reservoir 
with a length to depth ratio of 3. The flow produced with inflow/ 
outflow and no wind is shown in Fig. 4(a). The flow is naturally di
vided into three regimes by the two dividing streamlines indicated 
in the figure. Comprising the first regime is the relatively fast moving 
flow near the surface which merely passes through the reservoir. This 
flow drives the adjacent slower moving fluid in the second regime 
which is circulating in the clockwise direction within the reservoir. 
This flow in turn drives the fluid in the third regime which circulates 
more slowly yet and in the counterclockwise direction on the bottom 
of the lake. 

The complex flow shown in Fig. 4(6) was produced by imposing a 
light opposing wind (1.52 m/s) to the inflow-outflow problem shown 
in Fig. 4(a). The flow velocities in the lake have dramatically increased 
as compared to the previous case. Even though the wind is very light, 
the incoming water is immediately driven down by the wind and the 
motion at the surface is from right to left. The inflow is entrained in 
the strong vortex at the left end of the reservoir and then rises toward 
the surface before being drawn down to the outflow. 

Heat Transfer Effects. In the previous discussion, only 
steady-state flows were presented. With temperature in the problem, 
attention will be focused on the time developing flow and temperature 
fields. Because of the extremely large thermal capacity of the reservoir, 
the temperature solution develops very slowly. Additionally, the flow 
in actual reservoirs and cooling ponds is not steady, because the pa
rameters affecting the flow are transient. Of greater interest then, is 
the effect of various parameters on the developing flow. 

The developing flow and temperature fields are illustrated with 
plots of the streamlines and isotherms presented after every 200 
computational time steps up to 1000 time steps. Water at a temper
ature of 32.2°C (90°F) is discharged into a reservoir with a length to 
depth ratio of 3. The air temperature is taken to be 28.1°C (82.5°F). 
The flow fields shown in Figs. 5 and 6 are produced by discharging 
the heated water into a reservoir initially at rest and at a uniform 
temperature of 26.7°C (80°F). The flow is then allowed to develop 
under different wind conditions. 

Fig. 5 shows the developing flow and temperature fields with no 
wind included in the problem. After 200 time steps, the thermal plume 
is clearly seen spreading across the surface of the reservoir. Below the 
bottom isotherm the water is of uniform temperature, and buoyancy 
will not affect the flow. After 400 time steps, the warmer surface water 
is beginning to reverse at the end of the reservoir and flow back toward 
the inflow. This trend continues until after 1000 time steps the flow 
traverses the length of the reservoir at the surface, reverses and travels 
all the way back just beneath the surface. This is caused by the 
buoyance force tending to keep the warm water near the surface and 
the colder water near the bottom. This is a radical departure from the 
flows that developed under the same circumstances before buoyancy 
effects were considered (e.g., see Fig. 4(a)). 

Although no experimental data are available for quantitative 
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STREAMLINES TIME STEP ISOTHERMS 

Fig. 5 Streamlines and Isotherms for inflow/outflow ( A * = 0.05, AT = 0.02, 
R„ = 1.1 X 104, AJ = 0.005) 

comparisons, present results compare qualitatively with experimental 
data of Urban [10]. Urban detected current reversals with depth that 
were closely associated with the degree of stratification and the depth 
of withdrawal. Multiple current reversals have also been observed in 
field reservoirs. Velocity data presented by the Tennessee Valley 
Authority [19] indicate as many as seven distinct current reversals 
in their Ocoee No. 1 Reservoir. 

Fig. 6 shows the development of the flow and temperature fields 
for a 1.52 m/s opposing wind. It is seen that the opposing wind drives 
the warm water discharge beneath the surface and generates a 
counterclockwise rotating cell of denser water at the surface. The 
thermal structure near the surface is very interesting. The maximum 
temperature is found beneath the surface in the discharge water with 
temperatures decreasing outward both above and below. 

Because the maximum temperatures occur beneath the surface, 
less heat is transferred from the water across the air-water interface. 
Consequently, an opposing wind tends to increase the heat content 

STREAMLINES TIME STEP ISOTHERMS 

Fig. 6 Streamlines and Isotherms for inflow/outflow and a 1.52 m/s opposing 
wind ( A ^ = 0.05, AT = 0.02, R0 = 1.1 X 10", A/ = 0.005) 

358 / AUGUST 1976 

of the reservoir. There is a net heat loss, however, at the surface due 
to evaporation and convective cooling. This causes the surface tem
perature actually to decrease by about 0.17°C (0.3°F) after 1000 time 
steps: The surface temperature rises nearly 5.5°C (10°F) in the same 
time without an opposing wind. 

The previous two cases simulate the flow in a well mixed reservoir 
under conditions of thermal loading and selective withdrawal. The 
flow patterns depart radically from those produced under the same 
conditions but without thermal loading or surface heat transfer. In 
each case, the flow reversal near the surface is easily related to the 
temperature distribution in the reservoir. 

For the short time the simulation was allowed to proceed, the heat 
load discharged into the reservoir remained fairly near the surface 
with little downward mixing. With no temperature gradients below 
about middepth to inhibit vertical flow, large circulation vortices are 
present similar to those witnessed in the flows considered earlier. In 
a reservoir stratified from top to bottom, circulation vortices would 
be expected to be greatly diminished or absent altogether. 

To determine the flow in a stratified reservoir suddenly subjected 
to thermal loading, a simulation was made with the desired temper
ature distribution input as an initial condition. Fig. 7 shows the 
streamlines and isotherms calculated for an initially stratified res
ervoir with the flow starting from rest. The initial temperature dis
tribution was chosen so that the reservoir was stratified from top to 
bottom with the thermocline located just above middepth. It can be 
seen from the figure that as the simulation proceeds the thermocline 
moves downward and the temperature gradient becomes less 
steep. 

The initial thermal structure of the reservoir tends to inhibit ver
tical flow, and the circulation vortices discussed earlier do not appear. 
It can also be seen that the overall speed of the fluid has significantly 
decreased. The relationship between the locations of the thermocline 
and the flow reversal is apparent from the figure. 

Conclusions 
The flows that occur in a stratified reservoir are quite different from 

those found in a well mixed reservoir. The numerical simulation 
employed in the present investigation reveals the water in a well mixed 
reservoir being freely circulated from top to bottom by large vortices. 
By contrast, buoyancy forces in a stratified reservoir tend to inhibit 
vertical motion and flows are largely horizontal with currents reversing 
direction with depth. 

The flows are shown to be strongly influenced by wind speed and 

STREAMLINES TIME STEP ISOTHERMS 

Fig. 7 Streamlines and isotherms for an initially stratified reservoir ( A * = 
0.05, AT = 0.02, R„ = 1.3 X 10", Af = 0.005) 
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direction. An assisting wind is seen to increase the speed of the flow 
but without basically altering existing flow patterns. At the same time, 
an assisting wind dissipates a greater amount of heat from the thermal 
discharge by convective and evaporative cooling. An opposing wind 
tends to drive the heated discharge beneath the surface. While the 
heat from the discharge remains in the reservoir, the surface water 
actually experiences a temperature drop. 

Although the present results are for laminar flow, they should 
qualitatively agree with full scale reservoir measurements. The 
present numerical procedure can be easily extended to calculate 
turbulent flow in reservoirs. The difficulty, however, is that existing 
two-dimensional models for turbulent transport of momentum and 
energy are lacking. 

The computer simulation, while very flexible and presumably ac
curate, consumes a large amount of computer time. Even so, weighted 
against the time and expense incurred in field and experimental work, 
its use in future parametric studies should represent a considerable 
savings. 
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Thermal Instabilities in 
Discharging Gas Reservoirs 
The flow structure in a discharging gas reservoir has been studied using schlieren cinema
tography. Effects due to discharge orientation, gas species, and vessel wall vibration have 
been observed. Initially, the internal flow structure has been found to be controlled by the 
mass sink, with streamlines going in approximate straight lines from the vessel wall to che 
exit orifice. At later time, free convection dominates and recirculation patterns are estab
lished. Discharge orientation can have a dramatic effect on the free convection flow field 
as well as on the growth and stability of the wall thermal diffusion layer. A jet-like struc
ture (initiated at very early time and believed to be caused by wave effects) was observed 
to extend from the vessel wall diametrically opposite the exit orifice. When the discharge 
was parallel to but in the opposite direction of the gravitational vector, this jet-like struc
ture was found to cause an instability in the lower wall diffusion layer. Vessel wall vibra
tion resulted in a standing cellular acoustic wave pattern in the gas which, depending on 
discharge orientation, caused a violent instability. A model for temperature variation in 
the thermal diffusion layer is discussed and a numerical solution is given. Results of the 
predicted thermal diffusion layer histories are compared to data. A discussion of vessel 
orientation effects on critical Rayleigh number is given. 

1 Introduction 

The thermal instability of a layer of fluid heated from below has 
been studied for many years. Although the phenomenon of thermal 
convection was first recognized by Count Rumford in 1797 and later 
by James Thomson in 1882, the first experiments to demonstrate in 
a definitive manner the onset of thermal instability in fluids were 
those of Benard in 1900. So impressed was Lord Rayleigh with the 
results of Benard's experiments that in 1916 he published the first 
mathematical treatise on the subject [l].1 In it he set forth the con
ditions which govern the onset of the instability. 

Heating of the fluid can be accomplished in a variety of ways. One 
way that occurs naturally is the rapid discharge of gas from an en
closing container. As the gas expands, it cools, but the container walls 
remain essentially at the initial temperature. Heat transferred from 
the wall to the gas provides the temperature (and hence density), 
stratification in the fluid required for the instability. 

As heat is transferred to the cool gas, the gas near the wall becomes 
warm and, since the pressure is approximately uniform spatially (for 
quasi-steady discharge), this warm region expands, causing a low gas 
density adjacent to the wall. This low density region is called a thermal 
diffusion layer. Thus a potentially unstable situation develops in 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 27,1976. Paper No. 76-HT-GGG. 

which a heavier gas resides adjacent to a lighter gas. Whether this 
arrangement is stable or unstable depends among other things on the 
direction of the gravitational vector, g (Fig. 1). The Rayleigh number, 
Ra, which may be thought of as a ratio of (buoyant forces x inertia i 
forces)/(viscous forces)2, is a measure of the influences which tend 
to enhance gas motion and set up conditions where instabilities occur. 
These conditions are usually represented by some critical value of the 
Rayleigh number. 

The study reported in this paper was motivated by a desire to 
contribute to the understanding of a class of unsteady, internal flow 
problems generically referred to as gas transfer problems. The term 
gas transfer is meant to describe the unsteady movement of gas from 
one reservoir (initially at an elevated pressure) through a valve and 
connecting tube to another reservoir (initially at some lower pressure). 
Gas transfer is initiated in such a system by suddenly opening the 
valve between the reservoirs. 

There are two important characteristic times (measured from the 
initiation of transfer) associated with gas transfer problems: (1) the 
time required for pressure equilibrium and (2) the time required for 
thermal equilibrium. Twb limiting cases describing the heat transfer 
which occurs during gas transfer can immediately be identified— 
adiabatic or isothermal transfer. Chenoweth [2] has shown that large 
differences between the mass transferred under isothermal and adi
abatic conditions can exist at pressure equilibrium, depending on the 
value of the volume ratio of the two reservoirs, the initial pressure ratio 
between the two reservoirs, and the specific heat ratio of the transfer 
gas. Of course, in most applications, the transfer is neither adiabatic 
nor isothermal, but somewhere in-between. This means that the 
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Fig. 1 Instability prone and inherently stable regions In a discharging ves
sel 

amount of mass transferred at pressure equilibrium depends strongly 
on how much heat has been transferred to the gas up to this point. 

In addition, the nature of the upstream vessel heat transfer (as well 
as the nature of the downstream vessel and connecting tube heat 
transfer) strongly affects the time required for thermal equilibrium 
of the transfer gas. Any factors which increase the upstream vessel 
heat transfer rate increase the amount of mass transferred at pressure 
equilibrium and decrease the time required to achieve thermal 
equilibrium. When an accurate estimate of temporal mass transfer 
and gas temperature are required for a gas transfer system, it is crucial 
to identify those factors which can affect system heat transfer 
rates. 

One objective of this study was to identify in a qualitative sense the 
most important factors which affect the nature of the discharge vessel 
heat transfer. In addition, a simplified model of the diffusion layer 
growth was developed, and the numerical results generated were 
compared to data. Several investigators [3,4] have previously studied 
this topic experimentally but in each of these studies, internal flow 
structure was inferred from local temperature measurements. This 
has resulted in much speculation and confusion over the internal flow 
field during discharge. Hopefully the results reported here will elu
cidate these phenomena. 

2 E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e 
To obtain a phenomenological understanding of the internal gas 

dynamics, a flow visualization experiment utilizing schlieren cine
matography was devised, the details of which are given in [5]. A cy
lindrical test vessel whose ends were transparent to light was used; 
the vessel volume was 2.6 1 and it had a 15.24-cm dia. Gas was dis
charged normal to the axis of symmetry at vessel mid-plane through 
a 0.64-cm dia orifice. 

Two types of valves were used to initiate gas discharge. One in
corporated a blowout-cup and the other was an explosively actuated 

valve. The explosive valve was used to provide a large mechanical 
shock to the vessel at the beginning of discharge to study the effects 
of vessel wall vibration on thermal diffusion layer stability. The 
characteristics of impulsively excited vessel wall vibrations are similar 
for a particular geometry vessel, so that it does not matter how the 
impulse is delivered. In contrast to the explosively-actuated valve, 
the blowout-cup valve does not cause vessel wall vibration when it 
functions. 

Internal flow diagnostics consisted of three chromel-constantan 
thermocouples and a flush-mounted pressure transducer. Thermo
couple junctions were formed from two 0.008-mm dia wires. Location 
of the thermal probes in the vessel is shown in Fig. 2. The thermo
couples were used to obtain a quantitative assessment of the differ
ences in temperature between the bright and dark regions in the 
photographs. 

Prior to each experiment, the cylindrical test vessel was purged of 
air and filled with dry gas to a pressure of either 4.4, 7.8, or 21.4 atm 
and a temperature of 293 K. Initial temperature was not varied, since 
in most applications it is the initial pressure which is varied. Gas 
discharge was initiated by functioning either the blowout-cup or the 
explosively-actuated valve. 

Each experiment was performed twice to ensure repeatability of 
results. Several experiments were performed without thermocouple 
probes to ensure that their presence did not affect the results. Pa
rameters varied in the experiments were discharge orientation, gas 
species, initial pressure, wall vibration state and discharge rate. In 
total, more than 80 separate experiments were performed. Only the 
results of the 7.8 atm initial pressure experiments have been reported 
here, because the results were qualitatively the same as initial pressure 
level was varied. 

3 E x p e r i m e n t a l R e s u l t s 
Vessel Orientation Effects on Discharge. 
Nitrogen. The discharge of nitrogen from a cylindrical vessel for 

three orientations is shown in Fig. 2. Real time has been nondi-
mensionalized by the adiabatic reference time, t r e / _ 1 = Ae/V 
VyRT(0) [(T - l)/2] [2/(7 + l)](T+i)/2(7-i). At T = 0, a small dark spot 
(about one orifice diameter in extent) occurs at the exit orifice location 
in both the downward and horizontal discharges. This is caused by 
the acceleration of the gas to sonic velocity at the exit orifice, causing 
a large density gradient. The general dark area at the top of the up
ward discharge orientation (caused by slight misalignment of the 
schlieren system) prevents observation of this region. In the T = 0.13 
frames, a small jet-like structure is visible in the upward and hori
zontal discharges on the vessel wall diametrically opposite from the 
exit orifice. The reason for the structure is not known for certain, but 
because of the time scale on which it first occurs (r ~ 0.009), it is be
lieved to be caused by an interaction between the initial expansion 
waves that enter the vessel and the growing thermal diffusion layer. 
The small jet visible at the exit orifice of each orientation emanates 
from the hole through which the vessel was initially pressurized. 

At T = 0.18, convective waves leaving the three thermocouples are 
clearly visible. The mass sink prevents formation of these waves in 
the downward discharge orientation. Notice that during this early part 
of discharge, particle path lines (which one distinguishes by following 
the path of the lower density gas leaving the thermocouple) appear 

- N o m e n c l a t u r e . 

Ae = exit orifice cross-sectional area 
a = thermal diffusivity 
/3 = coefficient of thermal expansion 
Cp = specific heat at constant pressure 
C„ = specific heat at constant volume 
S = thermal diffusion layer thickness 
g = gravitational acceleration 
7 = specific heat ratio 

k = thermal conductivity 
P = gas pressure 
ro = vessel radius 
R = gas constant per mass 
R„ = Rayleigh number, R„ = gl3ATda/av 
p = gas density 
T = gas temperature 
AT = temperature difference between wall 

and gas 

t = time 
t^ = adiabatic reference time 
T = t/tre[ 

V = vessel volume 
v = kinematic viscosity 

Superscripts 

— = referenced to initial conditions 
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to go in a direct trajectory from the interior of the vessel to the exit
orifice. Later these particle path lines change as free convection
patterns are established.

As time progresses, the thermal diffusion layer grows inward from
the vessel wall. At T = 0.30, the diffusion layer on the lower wallin the
upward discharge orientation becomes unstable, while the diffusion
layer at the same location in the other two configurations remains
stable throughout discharge. In a separate experiment, the upward
discharge diffusion layer exhibited the same instability when the
thermocouP.les were removed. It is believed that the jet-like structure
provides the perturbation for this instability. The instability is re
ferred to here as a "natural" instability, since it occur" from pertur
bations generated in a natural way during discharge. Contrast will
later be made to "forced" instabilities, which result from vessel wall
vibration.

The flow pattern exhibits three distinct regimes separated in
time:

1 An early time regime in which particle path lines, due to the
mass sink effect, proceed from the interior of the vessel in a direct
trajectory to the exit orifice; 0 :5 7 :5 0.23.

2 An intermediate time regime in which free convection begins
to establish recirculation patterns which compete with the direct
particle path lines established by the mass sink; 0.23 :5 7 <0.45.

3 A late time pattern in which free convection dominates and the
particle path lines result from recirculation patterns, 0.45 :5 7 :5 7Teq,

where 7Teq is the dimensionless thermal equilibrium time.
There is also a distinct discharge orientation effect on the recir

culation pattern beginning at about 7 =0,30 and extending to at least
7 = 0.63 (not shown). At pressure equilibrium (7 = 0.45), note the
difference in diffusion layer thickness on the lower vessel wall. It has
become unstable in the upward discharge orientation, has been vir-

tually "sucked away" in the downward discharge orientation, and
appears to be stable and lifting off the lower wall in the horizontal
discharge orientation. The black regions shown in the photographs
indicate large density gradients or, since the pressure in the vessel is
approximately uniform, large temperature gradients. At some instants
in time, temperature differences as much as 40°C were measured
between adjacent dark (warm) and bright (cold) regions.

Helium. Space limitations prevent the inelusion of the helium
photographs. This information is contained in [5J. Because helium
has a larger thermal diffusivity than nitrogen, diffusion layer growth
is more rapid and penetration is deeper in the helium discharges than
in the nitrogen discharges. Starting at T =0.46 the diffusion layer on
the upper wall of the vessel begins to disappear for all discharge ori
entations. This is believed to occur through the combined effects of
the mass sink and the convection patterns that are set up. Recircu
lation patterns similar to those observed for nitrogen form for helium
also, but it is not possible from the information available to distinguish
this development or separate it into distinct time regimes as it was
possible to do for nitrogen.

Vessel Wall Vibration Effects on Thermal Diffusion Layer
Stability,

Nitrogen. Horizontal Discharge. The effects of vessel wall vibration
on the stability of the diffusion layer for nitrogen discharge are shown
in Fig. 3. Frames from Fig. 2 have been repeated in the left-hand
column (No Wall Vibration) to help contrast the instability that de
velops in the photos of the right-hand column (Wall Vibration). The
experiments associated with the pictures shown in the two columns

•
;",~.:;...

• #
"" ,~.\ ' .

." :.,.'- .

T ~ 0.30

T ~ 0.18

florhontalDownward

TeO

Discharge Orientatlon

Up·.,ard

T ~ O. S5

Fig. 2 (Cont'd.)

Pressure EquilibriumT = 0.4S

T = 0.13
Fig. 2 Nitrogen discharge from a cylindrical vessel for variOUS discharge
orientations relative to the gravitational vector-I,., = 1.994s
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Discharge Orientation

T = 0.30

No Wall Vibration Wall Vibration

T = 0 T = 0.40

Pressure EquilibriumT = 0.450.1T

T = 0.2S

Fig.3 Horizontal discharge of nitrogen from' a cylindrical vessel with and
without vessel wall vlbratlon-I,ol = 1.994$

T = 0.55

Fig. 3 (Cont'd.)

were identical in every detail except that an explosively-actuated valve
was used to initiate discharge in the right-hand column photos and
blowout-cup valve was used in the left-hand column photos. With the"
explosively-actuated valve, vessel ringing results after the valve is
functioned. No such ringing occurs with the blowout-cup valve.

After a period of time during which vessel ringing occurs, a standing
acoustic wave pattern with a regular cell structure is formed in the
gas, as seen in the T = 0.10 and T = 0.25 frames. Viscous dissipation
has damped out the acoustic waves in the T = 0.30 frame. Up until this
time, the diffusion layers for each configuration grow at approximately
the same rate. At T = 0.30, however, an instability begins to form in
the diffusion layer on the lower vessel wall in the right-hand column.
Subsequently, the instability spreads rapidly toward the center of the
vessel.

Upward Discharge. Because of space limitations, photographs of·
both the upward and downward discharge have been omitted. In
stability formation occurred sooner and its extent was much greater
at pressure equilibrium for the explosively-actuated valve dis
charge.

Downward Discharge. In this discharge orientation, an instability

never formed because the mass sink located in the lower vessel wall
sucked away the diffusion layer before it was able to develop. Late
time movie frames showed little difference between the nonvibrating
and the vibrating wall discharge configurations.

Helium. When the same experiments discussed above were re
peated using helium, no instabilities were observed. The reason for
this is that the maximum transient Rayleigh number is lower than
the critical Rayleigh number necessary for instability formation. As
a result, even with acoustic disturbances, the diffusion layer Rayleigh
number is far enough away from being critical that it remains sta
ble.

4 Analysis
The expanding gas within the vessel can be considered to consist

of two regions-a region far from the vessel wall in which gas tem
perature is unaffected by heat transfer and follows an adiabatic drop,
and a region adjacent to the vessel wall in which gas temperature is
affected by conduction heafttansfer from the vessel wall.

Following the treatment given by Landram [4], gas temperature
history in the outer region is determined from a zero-dimensional
adiabatic gas discharge solution and is thus a function of time alone.
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Gas temperature history in the region adjacent to the vessel wall is 
determined from the solution of the one-dimensional, unsteady heat 
conduction equation with a sink term (which accounts for the adia-
batic discharge of the bulk gas in the vessel). The effects of convection 
and vessel orientation are neglected in this model. 

Region Far'From the Wall. If the assumptions of no vena contracta, 
a thermodynamically reversible ideal gas process, an isentropic ac
celeration region from stagnant reservoir conditions to the exit orifice 
and quasi-steady flow choked at the exit orifice are made, the time 
dependence of the thermodynamic properties of the gas are given by 
[6]. 

P = (1 + T^'^-yl and T = (1 + T) - (1) 

Region Near the Wall. If one-dimensional thermal diffusion layer 
growth only is considered and convection is neglected, the governing 
equations for the region near the wall may be combined to yield 

pCP 
dT 

dt dy \ dy 

dT\ 3P 

dy \ dy/ dt 

where the right-hand side arises from the mass sink. With the as
sumptions that the gas in the outer region experiences an isentropic 
expansion and the isentropic pressure is constant through the diffu
sion layer, this equation becomes 

3Ti d , «5Tn _ 
piCpir-d~y(k-dV)-p2°-

dT2 

dt 
(2) 

where the subscript 1 denotes the inner region and the subscript 2 
denotes the outer region. In this form, the diffusion layer formulation 
is analogous to the formulation of a velocity boundary layer over a 
body with a pressure gradient. The sink term (piCpdTz/dt), which 
arises as a consequence of the outer gas cooling during the isentropic 
expansion, is analogous to the boundary layer pressure gradient term 
which arises from the external potential flow solution. 

If the Prandtl number is assumed to be constant, the temperature 
dependence of the thermal conductivity can be expressed using the 
Sutherland approximation 

±>_=/Jj_\N 

k(0) \T(0)) 
(3). 

The functional form of the sink term appearing in (2) can be ap
proximated using the isentropic choked discharge solution (1). This 
term couples the inner and outer regions. 

Substitution of (1) and (3) into (2) and nondimensionalizing with 
respect to initial conditions yields 

,dT 
a(0)tref(l + r)2^y , [ NTN- -i/dSY + wd2T1 

\dy/ ay2 J <3y2 

-2 . (1 + T ) " 1 (4) 
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Fig. 5 Diffusion layer histories for helium discharge 

where the subscript notation 1 has been dropped and T is the tem
perature in the diffusion layer. «(0) is the initial value of the thermal 
diffusivity, fe(0)/p(0)Cp. The initial and boundary conditions are 

T(y, 0) = 1, T(0, T) = 7 , T K T ) = (1 + T ) " 2 

The finite difference form of (4) is 

Ti,n+i = n „ j l -2(Ar)(l + r j - 1 + \(1 ^r„)2V(T-D 

X [NTi^-HTi+1^ - 2Ti,nTi+hn + Tifn2) 

+ Ti,n
N(Ti-ltn - 2T1 > + 7V+I.B )]} (5) 

where i denotes space and n denotes time, AT is the time step, A = 
a(0)trefAT/(Ax)2 and Ax is the space step. 

Since the temperature in the diffusion layer asymptotically ap
proaches the adiabatic temperature far from the vessel wall, diffusion 
layer thickness at any instant in time can be found from the solution 
of (5) at that instant in time by locating the distance from the wall at 
which T is 99.5 percent of the adiabatic temperature. This is analogous 
to numerical determination of a velocity boundary layer thickness 
at different spatial locations over a body. 

5 T h e o r e t i c a l R e s u l t s and D i s c u s s i o n 
Diffusion layer histories obtained as described above are shown in 

Figs. 4 and 5 for nitrogen and helium discharges, respectively. These 
histories were found to be a weak function of the parameter N. Also 
shown is an approximate solution given in [4], in which the diffusion 
layer history was obtained analytically using a heat-balance integral 
method similar to the Karman-Pohlhausen momentum integral 
technique used in boundary layer theory. It should be noted [7] that 
C„ should be replaced by Cp and there is a missing l/u in the next to 
last term of equation 20 in [4]. 

The data shown in Figs. 4 and 5 were obtained from the schlieren 
photographs. Since diffusion layer thickness can be measured at an 
infinite number of positions along the vessel wall, a single measure
ment location with respect to the gravitational vector was chosen for 
all three discharge orientations. This location was at the 7 o'clock 
position in the discharge orientations shown in Fig. 2. Although this 
location may not be the optimum for comparison of data with theory, 
it is consistent and in each case is along the lower vessel wall, where 
instability formation is possible. Because of the uncertainty in mea
suring 6 from the photographs, values of <5 given in Figs. 4 and 5 possess 
considerable scatter. Lines have been drawn through the data in both 
of these figures to help the reader discern trends in the data. 

After an initial growth period during which the thermal sink effect 
is relatively small, the data for the horizontal and downward discharge 
orientations appear to confirm the linear diffusion layer growth 
predicted by the finite difference solution of equation (5). One would' 
expect the horizontal discharge data to be greater than the numerical 
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Fig. 6 Temperature histories 

solution because this data contains the effects of convection, which 
were omitted from the analytical formulation of the problem. In the 
downward discharge, however, the numerical solution over-predicts 
the diffusion layer thickness. This occurs because the mass sink tends 
to suck away the diffusion layer even though the increased convection 
tends to cause increased heat transfer, which promotes more rapid 
diffusion layer growth. For the upward discharge, there are several 
possible factors which could act together to cause the large diffusion 
layer growth. These include the orientation (such that gas particles 
proceeding to the exit orifice act to thicken the layer), the amplifi
cation of small disturbances to form an instability in the diffusion 
layer, an adverse pressure gradient, and possibly other factors. It is 
difficult to ascertain for certain which factors are the most important 
in leading to the rapid diffusion layer growth shown in Figs. 4 and 5. 
These figures also indicate that a maximum value of 5/ro of 0.1 results 
at the unchoke point, meaning that the assumption of one-dimen
sionality is justified. 

In deriving (4), the isentropic discharge solution was used to ap
proximate the functional form of the sink term of (2). Fig. 6 gives an 
indication of how good that approximation is during discharge up to 
unchoke time. Plotted in this figure are the measured gas temperature 
at the vessel center and the adiabatic temperature calculated using 
the measured pressure history and the isentropic relationship. Also 
given is the percentage difference between the adiabatic and measured 
temperatures for nitrogen and helium. With nitrogen, about a 9 per
cent error occurs at unchoke time and about a 19 percent error for 
helium. 

In Figs. 4 and 5 the approximate solution of [4] is given along with 
the numerical solution (5). Since the value of <5 obtained with the 
numerical method is based on a definition of a certain percentage of 
the attainment of the bulk gas temperature far from the wall (i.e., 99.5 
percent) and <5 obtained from the integral method is based on a par
ticular approximating polynomial, it is not possible to directly com
pare numerical values of these two quantities. This is an inherent 
difficulty due to the arbitrarily defined thermal diffusion layer 
thickness. It is possible, however, to base a comparison of the two 
methods on a physical quantity such as wall heat flux. 

The unsteady wall heat flux can be written 

q(r) = kT(Q, r) (^-) 
\dy/ .y=o 

For the numerical method described herein, 

qN = kT(0, T) (¥-) 

For the integral method described in [4], 

2kT(0,T)fe 
Qi-

Si 

(6) 

(7) 

(8) 
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Fig. 7 Reduced temperature profiles through diffusion layer 

f/fe = 2y/6I(l - y/25,) (9) 

is the dimensionless temperature distribution used in [4] and 

U = (2 + r ) r / ( l + T)2 

We can combine (7) and (8) to give 

QN/QI •• 

\dy/y=o 

2/e 

which is the ratio of the magnitude of the wall heat flux calculated by 
the numerical method and the wall heat flux calculated by the integral 
method. Note that the thermal diffusion layer thickness calculated 
by the integral method, <5/, enters this equation, but the thermal dif
fusion layer thickness calculated by the numerical method does not. 
Values of this ratio at different dimensionless times and different 
gases are given in the following table. 

Gas 

Nitrogen 

Helium 

T 

0.0029 
0.29 (unchoke) 

0 .006 
0 .43 (unchoke) 

qN/QT 

1.23 
12.5 

1.18 
250 

where 

The integral and numerical methods are in approximate agreement 
at early time. At unchoke time, however, over two orders of magnitude 
difference in this ratio can exist. The only parameter which could be 
responsible for this disagreement is the value of Si, and there are two 
possible reasons to account for this. 

In [4], it was tacitly assumed that similar solutions to (2) exist when 
the sink term was evaluated for an isentropic discharge. Dimensionless 
distance from the vessel wall through the diffusion layer as a function 
of the ratio of reduced temperature (/ = 1 - T/T(0)) and reduced 
temperature at the edge of the thermal diffusion layer /„ are plotted 
in Figs. 7 and 8. Also plotted in these figures is the quadratic rela
tionship (9) used in [4] to approximate the reduced temperature 
profile in the heat-balance integral. Note that this function implies 
similarity (in the boundary layer sense) of reduced temperature 
profiles during discharge. As can be seen in this figure, similar solu
tions do not exist for (2) using the isentropic discharge sink term. Also, 
the quadratic expression used in [4] does not adequately represent 
the temperature variation through the diffusion layer. The combined 
effects of the assumption of similarity and the inability of a quadratic 
profile to approximate the real reduced temperature profiles con
tribute to the overestimation of 5/ at late times. 
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Fig. 9 Rayleigh number histories 

In Fig. 9 the Rayleigh number based on 5 as a function of dimen-
sionless time is given. Both the thermal diffusivity and viscosity used 
in calculating the Rayleigh number have been temperature-corrected 
using the measured gas temperature in the center of the vessel. For 
the upward nitrogen discharge, the critical Rayleigh number appears 
to be ~105 . With no wall vibration, instability formation at the loca
tion where the measurements were taken appears to occur at T ~ 0.45. 
With wall vibration, and thus larger amplitude disturbances, insta
bility formation appears to occur sooner at T ~ 0.25. These results are 
analogous to those obtained for laminar boundary layers as the in
tensity of free stream turbulence is increased. Apparently, the smaller 
amplitude disturbances resulting from the jet-like structure in the 
upward discharge require longer time to grow into an instability than 
do the larger amplitude disturbances generated acoustically by wall 
vibration. 

For the horizontal discharge, a critical Rayleigh number was never 
attained for the nonvibrating wall case, but with wall vibration, in
stability formation occurred at T » 0.3. The horizontal discharge 
differs from the upward discharge in that the jet-like structure which 
forms is not along the lower vessel wall where instability formation 
first begins. Thus the disturbances which grow to eventually form an 
instability along the lower vessel wall must be smaller in the horizontal 
than in the upward discharge. Wall vibration introduces additional 
disturbances in the horizontal discharge and the diffusion layer 
subsequently becomes unstable. 

For the downward discharge, no instability formation was observed. 
This is due to the combined effects of the thinning of the diffusion 
layer by the loss of mass to the mass sink and by the favorable pressure 
gradient along the lower hemisphere. These results indicate that a 
different critical Rayleigh number exists for each discharge orienta
tion. 

For the helium discharges, a critical Rayleigh number was never 
achieved, even with wall vibration. In addition, there appears to be 
a 7-effect in the Ras versus T plot. 

6 Conc lus ions 
During discharge, an asymmetric thermal diffusion layer forms on 

the interior vessel wall due to wall-to-gas heat transfer. Factors af

fecting the character of the diffusion layer include a strong depen
dence on both gas species and vessel discharge orientation. Insta
bilities may develop in the lower wall diffusion layer as a result of 
natural or forced perturbations, depending on the value of the char
acteristic Rayleigh number. Natural perturbations arise by what is 
thought to be an early time expansion wave-diffusion layer interac
tion, which results in a jet-like structure emanating from the vessel 
wall diametrically opposite the exit orifice. Forced perturbations 
arising from vessel wall vibration can cause a standing acoustic wave 
pattern in the gas which in turn can act to trigger diffusion layer in
stability. With instabilities there is greater mixing of cold (interior 
to the vessel) and hot (near the wall) gas and most likely, greater 
wall-to-gas heat transfer. Instability development is also highly sen
sitive to discharge orientation. 

The thermal diffusion layer history can be estimated using a finite 
difference solution to the transient heat conduction equation with 
a thermal sink term. The neglected effects of convection limit the 
accuracy of this model. An approximate method using the heat-bal
ance integral technique appears to give a poor estimation of wall heat 
flux at late time. 
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Analysis of Buoyant Surface Jets 
To obtain improved prediction of heated plume characteristics from a surface jet, an inte
gral analysis computer model was modified and a comprehensive set of field and laborato
ry data available from the literature was gathered, analyzed, and correlated for estimat
ing the magnitude of certain coefficients that are normally introduced in these analyses 
to achieve closure. The parameters so estimated include the coefficients for entrainment, 
turbulent exchange, drag, and shear. Since there appeared considerable scatter in the 
data, even after appropriate subgrouping to narrow the influence of various flow condi
tions on the data, only statistical procedures could be applied to find the best fit. This and 
other analyses of its type have been widely used in industry and government for the pre
diction of thermal plumes from steam power plants. Although the present model has 
many shortcomings, a recent independent and exhaustive assessment of such predictions 
revealed that in comparison with other analyses of its type the present analysis predicts 
the field situations more successfully. 

Introduction 

Various mathematical models of heated surface jets are available 
to predict two- and three-dimensional plume configurations. Two 
widely accepted methods are used for solving the equations in these 
models, the integral analysis approach and the differential numerical 
analysis methods. The latter approach, while capable of greater 
generality, is considerably more costly and due to limited funds and 
resources was excluded from further consideration for this work. 
However, a certain degree of generality of results is retained by con
sidering only three-dimensional plume models herein. 

Comprehensive reviews of thermal plume models are presented in 
references [4 , 9].1 Among the three-dimensional surface jet models 
seriously considered is one by Stolzenbach and Harleman (MIT 
Model) [3,5], another by Prych [1] and the third model by Stefan, et 
al. [10]. It is outside the scope of this paper to discuss in detail results 
of all experiments on the three models during our attempt to provide 
a working program. The MIT model, despite its many fine features, 
runs into considerable computational difficulties. Prych's model is 
the result of a reasonably successful attempt to remove some of these 
difficulties from MIT's model. Stefan's model was written for the 
developed zone alone and thus can't be compared with others directly. 
Even though it includes wind effects absent in the other two, it ignores 
the hydrostatic pressure in the longitudinal direction. 

In general, the MIT and Prych models yield comparable predictions 
[1]. The greatest deviation between the predictions of both models 
and data is in plume width. Both models overestimate the plume 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division. 
Paper No. 76-HT-FFF. 

width except near the source or at high Froude numbers. The mag
nitude of the over predictions can best be assessed from reading ref
erences [3, 9]. 

Modifications are introduced in Prych's model to make it better 
agree with existing data. These are discussed in the following. 

Theoretical Analysis 
The analysis due to Prych [1] is given here in an abbreviated form. 

All lengths have been normalized by Ho, velocities by Uo, excess 
temperatures by ATo, and densities by po- All terms have been defined 
in the Nomenclature. The temperature and velocity profiles are as
sumed to be Gaussian such that 

Tr = T exp (-nt/B2) • exp(-Z2/ff 2) (1) 

Ur = U exp(-ra2/fl2) • exp(-£2/ff2) + V cos 8 (2) 

where n and Z are distances perpendicular to the plume center line 
in the lateral and vertical directions, respectively. T and U are the 
center-line excess temperature and velocity, respectively. Fig. 1 shows 
the coordinate system used. 

The energy, volume, and momentum fluxes across the plume at an 
arbitrary cross section are calculated in terms of center-line velocity, 
center-line temperature, plume characteristic width, B, and plume 
characteristic depth, H. Accordingly, the volume flux is 

U 
Q= P f UrdndZ ^-KBH (-+V cos e) (3) 

where the limits of integration for V cos 0 are taken as the bottom half 
of the region 

/ Z \ 2 

Solving (3) for U yields 

(4) 
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U=2 (~Q- - V cos e) 
\TTBH I 

The heat flux, J, is 

J= f P UrTr dndZ ^ - TBH (-+V cos o) 
QT 

2 

The momentum flux, M, is 

M -SS°-2 dradZ ^%BH (—+ V cos flV 

M--
Q2 

TTBH 

(5) 

(6) 

(7) 

(8) 

The quantities dQ/ds, dT/ds, and dM/ds are calculated from the 
conservation equations. dQ/ds is assumed to be the sum of contri
butions of jet entrainment and ambient turbulent mixing in the 
horizontal and vertical directions. 

The horizontal jet entrained fluid is 

V^ HE0(U
2 + V2 sin2 8) 1/2 (9) 

ds \j,h 

where Bo is an entrainment coefficient. 
The vertical jet entrainment fluid is 

-f-l = 2 £ „ / ( R i ) [ t / 2 e x p ( - 2 n 2 / B 2 ] 
ds \j,v Jo 

+ V2 sin2 0]1/2 dn (10) 

The function/(R,) = [exp ( -5R; ) -0.0183]/0.982isacurvefittothe 
experimental data of Ellison and Turner [7] with respect to the local 
Richardson number R,. 

The effective entrainment due to ambient turbulent mixing, ac
cording to Prych, is 

dQ\ 

ds I a,h 
11.0 

H th 

BUoHo 

B („ dQ I 
— =11.0 
ds I a,u H UQHO 

f(W) 

(11) 

(12) 

Fig. 1 Plan view of surface plume showing coordinate system 

and th and e„ are the horizontal and vertical turbulent diffusion 
coefficients, respectively. 

The change in heat flux along the plume is 

dJ p 

J o ds 
KTrdn = V^KTB (13) 

where K is the dimensionless surface heat exchange coefficient. 
Substituting (6) into (13) yields 

dT dQ\ 

ds Q \ ds) 
(14) 

The net forces on the plume are balanced by the change in mo
mentum flux. The forces considered important are: (a) internal 
pressure forces due to buoyancy, (b) form drag due to ambient current, 
and (c) interfacial shear forces. 

The pressure forces are found by determining the excess pressure 
due to buoyancy as a function of depth and then integrating the 
pressure over the vertical cross section of the plume. Thus, the nor
malized pressure force is 

- N o m e n c l a t u r e . 

,4 = aspect ratio 2B0/Ho 
B = local characteristic width of jet = 

V2trn 

B0 - half width of outlet 
-81/2 = plume half width = 1.177 an 

Cp = form drag coefficient 
Cp = interfacial shear drag coefficient 
c = celerity of a density front 
C„ = spreading coefficient 
Eh = dimensionless horizontal eddy diffusion 

coefficient th/UoHo 
Eg = entrainment coefficient 
Eu = dimensionless vertical eddy diffusion 

coefficient tuIUaHo 
F 0 = densimetric Froude number at outlet, 

Uo/VgWo 
g = acceleration due to gravity 
g' = reduced gravitational acceleration, 

g&p/pa 

H = local characteristic thickness of jet 
V2ffz 

Ho = depth of outlet 
J = heat flux 
K = dimensionless surface heat transfer 

coefficient 
M = momentum flux 

n - curvilinear coordinate horizontal and 
normal to jet center line 

P = normalized hydrostatic pressure force 
Q = mass flux 
R = velocity ratio V/Uo 
R; = local Richardson number defined by A, 

= VWTAn, 0)/{F0
2[t/2exp (-2rc2/B2) -

V2 sin2 8]) 
R;' = bulk Richardson number defined by R;' 

= V2HT/[F0
2(U + V cos 8)] 

s = curvilinear coordinate along jet center 
line 

S; = distance from outlet to end of initial 
zone 

T = dimensionless center line excess tem
perature ATc/ATo 

&TC = excess water surface temperature on 
jet center line 

ATo = discharge excess water temperature 
TV = local excess temperature in plume cross 

section defined in equation (1) 
U = excess jet velocity on jet center line 
Uc, = discharge velocity from outlet 
Ur = local velocity in plume cross section 

defined in equation (2) 
V = ambient current velocity 

X = rectilinear coordinate parallel to ambi
ent current 

Y - rectilinear coordinate, horizontal and 
perpendicular to X 

Z = coordinate in vertical direction 
Ap = difference between outlet and ambient 

water densities 
t = turbulent diffusion coefficient 
th, t0 = ambient turbulent diffusion coeffi

cient for horizontal and vertical direc
tions 

8 = angle between X axis and plume center 
line 

p = fluid density 
on, "z — standard deviation of Gaussian 

profile in n- and z-directions 

Subscripts 

a = ambient conditions 
c = center-line value at surface 
h = horizontal 
i = refers to variables at end of development 

zone 
0 = discharge conditions 
r = perpendicular to s in n- and 2-direc-

tions 
v = vertical 
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F02 J J |J_< r r d Z c W Z = V^ TH2B/2F0
2 (15) 

The form drag acting normal to the plume center line is assumed 
similar to the drag on a solid body. The interfacial shear forces are 
assumed to be similar to turbulent flow over a flat surface with a 
boundary layer thickness of V2H. 

The change in momentum flux includes the effects of the momen
tum of the entrained ambient fluid, VdQ/ds, which acts in the X-
direction. Equating the forces to the change in momentum flux in the 
X- and y-direction yields 

— (M + P) cos 8 = S P X + FD sin 8 + V—-
ds ds 

ds 
(M + P) sin 6 = SFY - FD cos 8 

(16) 

(17) 

where Fp is the drag force and SFx and SFy are the X and Y com
ponents of the interfacial shear force. Using equations (8) and (15) 
for M and P, multiplying (16) by —sin 8, (17) by cos 8, and combining, 
yields an expression for the change in flow direction 

dd SFY cos 8 - SFX sin 0 - F f l - V sin 8 (dQ/ds 

ds QZ V 7 
-Z— + —— TH2B 
TVBH 2F0

2 

(18) 

Differentiating M and P, multiplying (16) by cos 8 and (17) by sin 8, 
and combining yields 

dH 

ds 
[SFY sin 8 + SFX cos 8 + (V cos 8 - 2Q/wBH)(dQ/ds) 

- ( v ^ BH/2F0
2)(dT/ds) + (Q2ArB2ff2 - v^H 2 T/2F 0

2 ) (df i /ds) ] 

X [V^ THB/2F0
2 - Qt/wBH2]-1 (19) 

It should be noted that this expression for change in depth is unde
fined when the denominator becomes zero. 

Momentum in the lateral direction is included only indirectly 
through lateral spreading. It is assumed that the contributions to 
spreading by nonbuoyant horizontal jet mixing and buoyancy are 
independent of one another. 

The nonbuoyant spreading is found by writing equation (19) 
without the buoyancy terms (any terms containing Fo) and by as
suming that 

/dB/ds\ 

\dH/ds)r, 
(B/H)(dQ/ds)h/(dQ/ds)u 

where (dQ/ds)ii and (dQ/ds)„ are the horizontal and vertical en
trainment rates. Accordingly, 

2Q \dQ 

\ds I nb 

/ zy \ ay 
SFY sin 8 + SFX cos 8 + ( V cos 8 — ) — 

\ wBH/ ds 
(20) 

~(QVTrB2H){(dQ/ds)u/(dQ/ds)h + 1] 

The buoyant spreading function used by Prych was based on the 
analysis of an immiscible film, such as oil spreading without friction 
over water. This ignores the shear interaction between the fluid sys
tems as well as the variation in fluid densities at the interface. Fur
thermore, the fluid particles were assumed to move with a velocity 
equal to the velocity caused by an abrupt density front. When applied 
to a heated plume, these assumptions lead to an overprediction of 
plume width compared with the actual spreading. 

In a separate analysis of a buoyant spreading of a pool of warm 
water, Koh and Fan [6] accounted for the interfacial shear but ignored 
the actual entrainment of the cool water. They found that near the 
source the spreading velocity and the fluid velocity used by Prych are 
the same, i.e., 

Vn
2 = c2~g'h 

where H is the local depth of the buoyant pool. However, far away 
from the source where the shear forces become very important, the 
fluid front velocity is 

Vn
2-

g'H 

' U/Hp) 
(H/B) 

where g'H is proportional to c2, (t/Hp) is proportional to the shear 
velocity and H/B is the ratio of the local pool depth to its width. If 
interpreted in terms of plume spread, this finding implies that 
spreading velocity is inversely proportional to the local aspect ratio 
of the plume. 

The appearance of the local aspect ratio in the expression for the 
plume velocity offers an intuitively appealing ground for assuming 

Vn
2~(g'H)(H/B) 

This can also be explained as follows. The lower density of the plume 
causes it to rise slightly about the free surface of the surrounding 
water. The height of rise at any point is proportional to the local 
vertical density difference between the plume and the ambient and 
the depth of the plume at this point. Since both the density difference 
and depth of the plume decrease from the center to the edge, this 
height varies from a maximum at the center to zero at the edge, 
causing the plume to spread in that direction. The spreading rate due 
to buoyancy is related to the slope of this free surface. Since the height 
of rise at the center is proportional to gApcH/p, the slope of the free 
surface and thus the spreading rate is a function ofgApcH/pB. 

As a result of the foregoing discussion the buoyant spreading de
veloped in this study is 

( - ) • \ds/b 

(I"-') 1/2 
(21) 

where Cs is an imperical spreading coefficient and F is the local 
Froude number defined by F = FaQ/(THsBV2)1'2. 

The preceding equations are sufficient to perform a step-wise in
tegration along the plume. From the local conditions of the plume, 
dQ/ds and then dT/ds, dd/ds, dB/ds, and finally dH/ds can be cal
culated in that order. These derivatives are integrated step-wise along 
the plume trajectory to give local values of X, Y, T, H, B, 8, and Q. 

To start the integration within the developed zone where the 
foregoing analysis is valid, starting conditions must be calculated. 
These are determined by a simplified analysis of the development 
zone. 

The length of the development zone is based on experiments made 
in a still tank at the Corvallis Environmental Research Laboratory 
[11]. It was found to be approximately: 

M 2 \ i/3 
(22) 

For details of the development zone calculation, the reader is referred 
to reference [11]. The work by Stefan, et al. [15] provides more up-
to-date information necessary for improved predictions in the de
velopment zone. 

F i t t i n g the Mode l w i t h D a t a 
Reference [2] provides a comprehensive set of data that is a good 

representation of available experiments both in the field and labo
ratory. The data provide a wide range of plume conditions with which 
one can test and accordingly adjust numerous analytical functions 
of the plume model. The plume model contains a number of free 
variables such as entrainment coefficient EQ, turbulent exchange 
coefficients Eh, Ea, drag coefficient Co, and shear coefficient Cp. The 
magnitudes of these coefficients must be prespecified so that the 
model produces the best fit with the measured plume characteris
tics. 

To accomplish this task, the following procedure is adopted: (o) 
Data for plume characteristics are subgrouped with a narrow range 
of the experimental scaling parameters. These parameters are the 
current ratio, R, the discharge* densimetric Froude number, F0, the 
jet aspect ratio, A, and the angle of discharge, 8Q. Each subgroup 
contains data from several sources, thus providing considerable re
alism with respect to possible experimental scatter and variations in 
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Fig. 2 Correlation of selected field and laboratory surface plume temperature 
data at negligible ambient current as compared to calculated values 

experimental parameter scales. The choice of a narrow range in certain 
experimental parameters was dictated by the desire to obtain as strong 
a correlation of the data within a given subgroup as possible, (b) For 
each subgroup, the range and mean of all experimental parameters 
are determined, (c) The data are correlated using dimensional analysis 
with the scaling parameters as variables and multiple regression 
methods separately for each subgroup following the procedure out
lined in [2]. (d) The measured plume characteristics are plotted 
against dimensionless axial distance using the correlation results, (e) 
Finally, the analytical program is used to calculate the plume char
acteristics in each subgroup for the mean of the experimental pa
rameters R, F, A, and 80. Agreement between the calculated charac
teristics and the data mean is sought by adjusting one or more of the 
model coefficients E0, Eh, En, CD, Cp, and Cs- This process is repeated 
for several subgroups, adjusting in each trial one or more coefficients 
until best fits are obtained to plume characteristics for all 
subgroups. 

The correlations obtained by this method have been used in ordi-
nates in the figures of this paper. It should be pointed out that these 
correlations of each data subgroup are useful mainly for the mean data 
in that subgroup. They are not universal correlations and cannot be 
used outside the data range they represent. 

Turbulent Exchange Coefficients, E},, Er. It should be un
derstood that the turbulent exchange coefficients, Eh and Em will vary 
from case to case since th and e„ are not necessarily constant and in 
the analysis they have been nondimensionalized using Uo and Ho, 
which depend on discharge conditions. When accurate values for these 
coefficients can be determined, they should be used. In this work they 
were back calculated based on a best fit with data. The values so de
termined were assumed to be representative of the mean and taken 
as constant. 

The data used to determine the effects of ambient turbulence on 
plume behavior is provided by Weil [2, 8]. In his experiments, Weil 
injected heated water at the surface in a turbulent channel from a 
semicircular jet at a relatively large densimetric jet Froude number. 
The discharge was in the direction of the channel current (60 = 0). The 
jet velocity in all his experiments was held equal to the local channel 
flow velocity. Since the relative velocity between the plume and am
bient water is zero and since buoyancy effects are small due to a high 
Froude number, dilution is largely due to turbulence effects. 

For the conditions of this experiment, the following simplifications 
can be introduced in the mathematical model: (a) Terms containing 
entrainment coefficient E$ can be set equal to zero because there is 
no relative velocity between the jet and the ambient water, (b) For 
the same reason, the terms containing the shear coefficient, Cp, also 
can be set equal to zero, (c) The drag coefficient, Co, is zero because 
the jet is parallel to the ambient current and the pressure distributions 
on the left- and right-hand sides of the plume are identical, (d) Be-

1 I Mlllll i i i i ini i i i m i l I 

X/H„ 

Fig. 3 Correlation of selected field and laboratory width data at negligible 
ambient current as compared to calculated values 

cause the heat loss in the experiments was small, one can choose a 
typical value of K = 10~5 without greatly affecting the calculated 
plume characteristics, (e) Since the jet densimetric Froude number 
is high, the influence of the buoyant forces on the plume spread is not 
substantial. The plume width grows predominantly due to turbulent 
entrainment of the ambient water, a mechanism which the analysis 
accounts for through Eh and Ev. It was found that the best computer 
fit was obtained when Eh = 0.02, EJEh = 0.2, and Cs = 1.4. 

Entrainment Coefficient, E0. The next group of data consists 
of information from several sets of laboratory and some field experi
ments for a surface discharge in zero or negligibly small cross cur
rent. 

For the conditions of this group, one can assume that the drag 
coefficient is zero. As a first approximation we also assume that the 
contribution of the ambient turbulence is accounted for by the pre
viously assigned values of Eh and Ev. 

The best fit of the computer model with the data for this case was 
obtained with EQ = 0.05. Since the shear coefficient had negligible 
effect on the result, it was set equal to zero. 

Fig. 2 is a plot of the reduced temperature data from several sources 
where the ambient velocity was zero or negligible. Also shown are the 
mean and standard deviation of the data along with a computer pre
diction using input variables comparable to the mean experimental 
values. Fig. 3 is the same for plume width. It is seen that the computer 
prediction agrees very well with the mean of the data. 

Drag Coefficient, Co. For given values of discharge angle, 
Froude number, aspect ratio, and ambient current, the plume tra
jectory is mainly influenced by the entrainment of ambient fluid with 
a minor influence due to pressure drag. Since the entrainment coef
ficient is prespecified from the above, only the drag coefficient can 
be used to further adjust the trajectory. Consequently, trajectory data 
were regrouped for a reasonably wide range of all plume parameters 
mentioned above. 

The best value of Co was found to be 1.0. Fig. 4 gives reduced tra
jectory data from a large number of sources. Also shown are the mean 
and standard deviation of the data along with a computer prediction 
of trajectory for the mean input variables of the data. 

In order to complete the adjustment of the model to fit the data, 
we need to check the model against measured plume width and 
temperature for a wide range of parameters. If agreement is obtained 
with such data without the need to readjust the previously specified 
coefficients E0, Eh, Eu, Cp and Co, then the fitting of the model with 
data is considered complete. 

The raw data and calculated values based on previous coefficients 
are compared in Fig. 5 for plume width and in Fig. 6 for plume tem
perature. The agreement obtained from the comparison of calculated 
and measured plume width is excellent, and the agreement for plume 
temperature is reasonably good. 
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Fig. 4 Correlation of selected field and laboratory plume trajectory data as 
compared to calculated values 

Discussion 
A notable degree of data scatter could not be avoided when at

tempting to correlate information on plume characteristics from 
several'sources. Physical factors not included in the data analysis but 
which are believed to have contributed to the data scatter are: (a) the 
lack of a universal simple exponential correlation such as used in this 
report; (b) the influence of diverse turbulence scales; (c) the influence 
of surface heat transfer; (d) time-dependency and boundary effects, 
and (e) instrumentation and experimental errors. 

The exponential correlations employed are intended for data pre
sentation in a compact form within each data grouping. They are not 
used to explain the physics of the problem exclusive of the mathe
matical model. They do, however, provide a statistical presentation 
of the level of data scatter one can expect when dealing with data from 
numerous sources. 

There are at least two reasons why data from more than one source 
should be used. These are: (1) there exists no single set of data that 
covers a sufficiently wide range of parameters relating to initial jet 
conditions and ambient current; (2) data obtained for a wide range 
of ambient turbulence levels are reported in the literature. While the 
ambient turbulence level and turbulence scale affect the plume 
characteristics, information on these parameters is lacking in nearly 
all the data reported. It is felt, therefore, that a plume analysis based 
on several sources carries a greater degree of realism than one based 
on a single source. 

It should be noted that the turbulence exchange coefficients in the 
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model were back-calculated based on the best fit with the data. The 
coefficients are entered in a form of a turbulent Reynolds number 
e/UoHo- In this manner, even though diffusivities are not directly 
measured in each experiment, the use of the model does provide an 
indirectly calculated value for the correlation parameters that best 
represent the available data. If in a given application, one has a better 
knowledge of these or any other coefficients entering the model, then 
of course, those should be used in the model instead. 

The final conclusion is that the model can be tuned to satisfactorily 
predict buoyant surface jet characteristics including trajectory, width, 
and temperature. A set of nomograms obtained from the final tuned 
model for a wide range of discharge and environmental conditions is 
found in [11]. 

Reference [9], which was published after the foregoing model be
came available and widely used, presents an exhaustive state of the 
art review, critique, and assessment of the available surface jet models. 
As a common criterion for such assessment, the authors utilized one 
of the most comprehensive but recently obtained large scale field data 
from conventional power plant thermal outfalls. Among the analyses 
using the integral approach, the present model was shown to be su
perior in comparison with others. It was also shown, however, that 
much work needs to be done to obtain a truly accurate surface plume 
model that includes the effects of topography, wind, ambient strati
fication, etc. 
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The Near-Field Character of a Jet 
Discharged Normal to a Main 
Stream 
The paper reports an experimental study of the flow created by the injection of a circular 
jet of air at 90 deg through a plane wall past which an external stream is flowing. Particu
lar attention has been given to obtaining details of the flow in the vicinity of the injection 
hole and upstream from the hole. These regions have been omitted, or received only slight 
attention in earlier studies of discrete-hole cooling processes. Four ratios of average injec-
tant velocity: external velocity were chosen in the range 0.046-0.50. Even at the lowest in
jection rate there is still a clearly, identifiable reverse flow region springing from the 
downstream side of the hole which extends approximately 0.3 dia downstream. The veloci
ty distribution in the jet at discharge was found to be greatly affected by the presence of 
the external stream, more than 75 percent of the flow leaving from the downstream half 
of the discharge hole with a peak velocity in the jet approximately three times the aver
age. Contour mappings of the surface isobars, show the upstream and lateral effects on 
the static pressure caused by the injection. In addition a number of flow visualization ex
periments help to reinforce the inferred character of the flow. Detailed film-cooling effec
tiveness data are reported which help delineate the near-wall flow structure. 

1 Introduction 

Discrete-hole cooling perhaps offers the most promising technique 
for protecting the first stages of gas-turbine stators and rotors from 
the ever-increasing temperature of the combustion products. Already 
blades are in use that employ one or a few rows of holes located usually 
over the leading half of the chord. Complete coverage systems, 
whereby myriads of smaller holes extend over nearly all the blade 
surface are also under development. Despite the successes achieved 
already with this cooling technique, it is well known that the perfor
mance of discrete-hole cooling depends rather crucially on adopting 
the correct spacing between holes and the right velocity of ejection 
relative to that of the external stream. At the moment, therefore, each 
new application of discrete-hole cooling requires an extensive—and 
very expensive—program of tests in an attempt to approach an op
timum arrangement of holes. To limit expense several of the poten
tially influential parameters (such as free stream turbulence or 
streamwise pressure gradients) may be omitted altogether from study 
or examined only scantily. 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N.Y., November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division May 11, 1976. Paper No. 75-
HT-WA/108. 

Recent advances in the development of three-dimensional nu
merical procedures for fluid-flow problems make it feasible to develop 
computer-based prediction schemes for simulating the flow structure 
associated with discrete-hole cooling. The authors are currently en
gaged in developing such a code [l].1 It has emerged during this work 
that the satisfactory prediction of the flow and cooling effectiveness 
behind a row of holes depends crucially on predicting correctly the 
detailed structure of the flow in the immediate vicinity of the holes, 
and indeed, upstream therefrom. Now, although there have been 
several experimental studies of discrete-hole cooling both for single 
row of holes [2, 3] and multirow coverage [4, 5] there has been no se
rious study of the character of the flow in the all important region right 
in the neighborhood of the jet discharge. It was to provide information 
in this area that the measurements reported in the following were 
undertaken. 

The region around and upstream of the injection hole is not an ideal 
region for data acquisition. There is always the suspicion that one's 
probe may itself be affecting the flow pattern. For this reason, a 
number of different approaches have been used for documenting the 
flow, including flow visualization. Taken together these results provide 
a consistent and fairly comprehensive picture of 90 deg discrete-hole 
injection for injectantfree stream velocities in the range 0.046:1-0.5:1. 

1 Numbers in brackets designate References at end of paper. 
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2 Apparatus and Measurement Techniques
(u) Apparatus. The experiments were performed in the rec

timgular test section depicted in Fig. 1, which was supplied with a
uniform-velocity stream of air at entry by means of a blower, feeding
through a contraction section equipped with screens, and with slots
to bleed off the boundary layers. A sandpaper strip was attached to
the upstream surface of the bottom plate of the section to promote
turbulent flow, and the top plate was adjusted so as to give zero mean
streamwise pressure gradient in the absence of secondary injection.
The sides and bottom were constructed of perspex, to facilitate flow
visualization.

The secondary jet was introduced via a circular hole in the lower
. plate, located on the center line some distance downstream of the

entry (the exact location, together with other important dimensions,
are shown in Fig. 1). Air was supplied to the hole via a circular tube
of the same diameter, and the flow rate was monitored by means of
an orifice.

The area in the immediate vicinity of the injection hole was drilled
with an array of static pressure tappings of diameter 0.79 mm: the
precise locations of these are shown in Fig. 4.

(b) Measurement Techniques. Measurements of the distri
bution of static and dynamic pressure within the flow, excluding the
region immediately above the injection hole, were obtained with the
aid of pitot-static probes manufactured to NPL recommendations;
the diameter of the total pressure tubes ranged from 0.50 to 0.64 mm
with corresponding scaling of the other pertinent dimensions. In re
gions where appreciable variations in static pressure occurred the
dynamic and static heads were measured separately, at corresponding
locations. The pressure registered by the probes, and by the wall
tappings, was determined to an accuracy of 0.2 percent by use of an
electronic micromanometer. The a~curacyof the streamwise velocities
deduced from the pitot measurements was estimated, with due al
lowance for the errors associated with yaw and turbulence, to be of

.the order of 2 percent in all regions apart from the zone immediately
downstream of the injection hole, where the disturbances provoked

Fig. 1 Diagram of test section

Flg.2(b) Vertical spread of the Jet (M = 0.24)

Flg.2(a) Lateral spread of the Jet (M = 0.24)

by injection give rise to indeterminate errors. The measured values
of Cp were influenced by small departures from the zero prcssure
gradient condition induced by injection and boundary-layer growth
on the tunnel walls giving rise to variation in Cp ranging from zcro at
the upstream row of tappings to about 10 percent of the recorded
values at the downstream row.

A hot-wire anemometer coupled to an ancillary on-line signal
processing equipment, [6], was used to investigate the flow at the exit
of the injection hole. In the absence of a transverse stream, the mea
surements with the foregoing system using a single-wire probe would,
acc~rding to the analysis of [7], be expected to yield injection velocities
and turbulence intensities accurate to within 1 percent and 8 percent,
respectively. However, the presence of transverse flow, with the at
tendant distortion of the streamlines and generation of high turhu
lence levels, introduces problems of signal interpretation that make
it difficult to estimate the accuracy attained. Certainly, at an injection
rate of 0.24 the profiles shown in Fig. 7(b) at different depths inside
the hole show consistent behavior.

Film-cooling effectiveness was measured by adding a tracer of
helium (approximately 1 percent by volume) to the secondary stream
upstream of the metering section. The concentration of helium on the
surface of the test plate was obtained by withdrawing samples of the
air:helium mixture through the static pressure taps and metering
using an on-line kathometer (see [8] for further details). The small
sampling rate, 100 m l/min, was found to have no effect on the flow
field in the slow-moving wake regi~n behind the hole. The adiabatic

ADJUSTABLE
ROOF
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FLOW

d imensl on 5 in rnm
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_____Nomenclature' _

Cp = pressure coefficient (Cp = (P - Pref)/

(pjU=Vj/2»
C = concentration of tracer gas
D = hole diameter
M = injection ratio (M = PjVj/P=U=)
P = static pressure
U = local x-direction velocity
U= = free stream velocity of the main flow

() = root mean square fluctuating velocity in
y-direction

V = local y-direction velocity
Vj = mean injection velocity
x = downstream direction
y = vertical direction
z = lateral direction
P= = density of free stream
Pj = density of coolant

Subscripts

Ci:. = center line
()ff~ =line parallel to the <i. at a distance zlD

= 0.64
ref = reference point, located at x/D = -1.2,

z/D = 0.64
w = wall
inj = injection
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film-cooling effect.iveness is then obtained from tI"""CwIC inj.

(el Conditions of the Experiments. The experiments were
carried out for a free-stream velocity of 26 mis, density ratio /,/pw of
unity and values of the injection: free-stream velocity ratio, between
0.046 and 0.5. In the ahsence of injection and at a plane located at x/V
= -1.17 the boundllry layer thickness was determined to he 0.36 hole
dia (displacement thickness '= O.O,'V) with less than 1.5 percent
spanwise variation and the shape factor and momentum thickness
Reynolds numher were 1.2:J ami I:J50, respectively.

:\ Presentation and Discussion of Results
I,et us start with the visual observations of the flow for they provide

a clear, albeit qualitative, viewof the now structure. Fig. 2 shows a
. plan and side view of the jet for an injection ratio of 0.24. The jet is
made visihle by introducing into the secondary jet a mixture of carbon

L~6~:
SI&lic •
Pressure
Holes

a:M-O.1
-0.1

b:M-O.24

Flg.3(a) Surface flow pallern (M =0.10)

Flg.3(b) Surface flow pallern (M = 0.24)

Flg.3(c) Surface lIow pallern (M = 0.24)
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Fig. 4 Surface Isobaric contours

dioxide and vaporized oil. From the side view it is evident that the jet
is very rapidly bent over. On the downstream side of the hole, however,
there is a region where the jet lifts a little away from the surface, evi
denced by the greyish patch behind the hole. The width of the jet
increases rapidly at first, then rather more gradually. At a distance
of 3 dia behind the hole the total width of the jet is approximately 2.5
hole dia. It should be borne in mind that when viewing the jet in plan
view, the perceived width is the maximum width of the jet and not
necessarily the width at the surface.

Fig. 3 provides photographs of the test-plate surface after coating
it with a solution of saturn yellow pigment with white spirit and ker
osene and exposing it in the test section for about 5 min with the
mainstream and secondary jet turned on. As the plate dries the great
majority of the powder is blown downstream; the residue leaves, on
the surface, a clear impression of the streamline pattern in the im
mediate vicinity of the test plate. Fig. 3(a) shows the flow pattern
obtained when the jet velocity is 10 percent of the mainstream. Clearly
visible is the development of a wake downstream from the hole. The
two lobes adjacent to the downstream side of the injection hole mark
a region of separated flow extending approximately half a diameter
downstream. A similar pattern is displayed for M '= 0.046 (not shown)
though the two lobes then extend only 0.3D behind the hole. The
corresponding distribution for a dimensionless blowing rate of 0.24
is shown in Fig. 3(b). Several features are the same as before: the
spread of the wake downstream of the hole and the two separated flow
lobes abutting the downstream side of the hole. The region of sepa
rated flow has, not unexpectedly, lengthened. To some extent the
injectant fluid affects the main flow rather as a blister attached to the
surface.2 The greater the normalized injection rate the blunter the
"equivalent" blister and, hence, the more extensive the recirculation
zone.

The recirculating flow regiOn in fact extends further downstream
than the limits of the lobes suggest. At M '= 0.24, successive tests in
which the mixture was painted only downstream of the hole estab
lished that the re~irculation zone extended approximately 2 dia
downstream; further details appear in [9). A feature of Fig. 3(b) that
could hardly be seen at the lower injection rate is the deflection of the
flow upstream of the hole and the associated bending of the vortex
lines around the hole. It is entirely expected that this vortex should
become more pronounced as the blowing rate is increased since then,
as explained previously, the injectant stream acts as a progressively
blllliter obstacle in the path of the external stream. There is just

2 The analogy is not complete however for it allows no recognition of the
streumwise vorticity added to the flow by injection.
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perceptible in Fig. 3(6) a "pinching" in of the vortex downstream of 
the hole. The behavior can be seen more clearly in Fig. 3(c). Here the 
injection rate was the same as in Fig. 3(6) but the white spirit/kerosene 
mixture was coated only in a patch upstream of the injection hole. The 
character of the near surface flow structure indicated by these pho
tographs is quite different from that found by similar surface-visu
alization techniques when M is well in excess of unity [10,11]. In that 
case, the jet does not reattach, there is strong entrainment of the 
primary flow into the jet on all sides and the boundaries of the wake 
region behind the jet are much sharper than in the present study. 

Let us examine now some features of the flow documented quan
titatively. Contours of static pressure on the plate surface for two 
injection rates are shown in Fig. 4. The contours give the local pressure 
(above the undisturbed value at the reference location) normalized 
by a dynamic head based on the product of the primary and secondary 
stream velocities. The reason for this choice was that it brings the 
contours for the two blowing rates into close agreement—certainly 
much closer than if the jet velocity or the freestream velocity alone 
had been used. The shapes of the contours have a similar qualitative 
appearance to those presented by Vogler [12] for blowing rates in the 
range 1.0-3.3. Taking the smallest significant value of the pressure 
coefficient as 0.1 it may be concluded from the present results that 

(i) the effects of injection extend approximately 1% dia upstream; 
(ii) the maximum value of the pressure coefficient is approxi

mately 1.0 in each case; 
(iii) negative values of pressure coefficient as low as —2 occur 

around the downstream edge of the hole; 
(iv) the rate of pressure recovery downstream is substantially 

more gradual than the rise upstream;3 

(v) lateral effects on the pressure field are more substantial on 
the downstream side of the hole, the contour for Cp = —0.1 extending 
approximately 2V2 dia off the center line. 

At M = 0.5 only a small proportion of the static pressures were 
sampled. These point values, however, were in line with the behavior 
noted above for lower rates of injection.4 

The distribution of mean velocity in the turbulent boundary layer 
on the plate is shown in Figs. 5 and 6. Fig. 5 shows the different kinds 
of boundary layer measured at five positions along a line parallel with 
the main flow passing through the hole center. At A/ = 0.1, Fig. 5(a) 
there is a large wake-like region behind the hole that gradually fills 
in with distance downstream. At the higher injection rates shown in 
Figs. 5(6) and 5(c) the behavior is similar except that reverse flow is 
present at x/D - 2.50 (i.e., 1.50 dia behind the downstream side of the 
hole). This behavior bears out the earlier comment that the reverse 
flow region extends somewhat further downstream than is indicated 
by the two lobe-shaped patched in Fig. 3(6). Measurements for M = 
0.1 and 0.24 have also been taken along a line again parallel with the 
main flow but 0.64 dia displaced from the hole center. Fig. 6 shows 
the near-wall profiles for M = 0.24 (complete profiles for M = 0.1 and 
M = 0.24 appear in [9]). The flow close to the wall is progressively 

3 The pinching in of the main stream fluid behind the hole noted in Fig. 3(c) 
may be interpreted as a gradual filling-in of the low pressure region behind the 
hole; or, (equivalently) as a necessary consequence of the diffusion of the intense 
patch of streamwise vorticity associated with the injection itself. 

4 In the limit, as M becomes very large the surface pressure field may be ex
pected to become independent of V; the isobars normalized by pUJ2 should 
then be independent of M. 
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Fig. 7 ( 6 ) Velocity of secondary jet at and near exit plane, U = 0.24 

decelerated from far upstream to about the midhole position; from 
0.5 < x/D < 1.4 however the near-wall flow is accelerated. This be
havior is consistent with the contours of surface static pressure in Pig. 
4(b): along the line z/D = 0.64 the pressure rises from zero far up
stream to a maximum at x/D = 0.4; there is then a sharp fall in pres
sure to x/D = 1.4 and, thereafter, a gentle rise back to atmospheric 
pressure. The same qualitative behavior is exhibited in the profiles 
of mean velocity for M = 0.1 though the effects are less pronounced 
than for M = 0.24. 

The final flow-field data refer to the velocity of efflux from the 
injection hole. Our presumption at the start of the study had been that 
the mean velocity profile from the injection tube would resemble 
nearly fully developed axisymmetric turbulent pipe flow. The very 
severe pressure gradients around the hole however had suggested that 
this conjecture might be some way from the truth. Accordingly a 
hot-wire traverse was made of the flow leaving the injection hole. For 
M = 0.10 and 0.24 the profiles, shown in Fig. 7, displayed great 
nonuniformity. For the lower injection ratio the average velocity over 
the upstream half of the hole was barely one half that over the 
downstream half; for the higher injection rate the ratio had fallen to 
one quarter. It should perhaps be said that the values of velocity 
plotted in Fig. 7 refer to the total value; this comprises both horizontal 
and vertical components which we did not attempt to separate. 
However, for M = 0.24, profile traverses were made at various depths 
in the hole and these are also shown in Fig. 7. Evidently most of the 
adjustment in the velocity profile in the tube takes place in the last 
half diameter prior to discharge. The discovery of the great nonuni
formity in the discharge velocity has implications for when one at

tempts to calculate the flow behavior. The authors' numerical pre
dictions for laminar flow [1] have assumed a uniform injection ve
locity. While this suffices for displaying the feasibility of a numerical 
treatment one should of course use the actual inlet profiles (where 
these are known) in order to achieve accurate predictions of dis
crete-hole cooling—at any rate, in the vicinity of discharge. 

Turbulence intensity profiles were also measured in the hole for 
M = 0.1 and 0.24, with relative turbulence intensities in excess of 50 
percent recorded over the leading half. At such high turbulence levels 
the accuracy of the measurements is quite uncertain, however, and 
for this reason they are not reproduced here. A turbulence intensity 
profile with the primary air turned off is included in Fig. 7(a); the pipe 
flow Reynolds number is about 3500. The profile is typical of those 
found in developing turbulent pipe flows. It thus appears reasonable 
to draw direct comparison with measurements by other workers at 
higher Reynolds numbers since, provided transition has taken place, 
the flow structure will be only weakly Reynolds number depen
dent. 

The distribution of wall film-cooling effectiveness, TJ is shown in 
Fig. 8 for all the different injection rates studied at four values of z/D. 
At the smallest injection rate (M = 0.046) the wall concentrations fall 
monotonically with increasing x/D and z/D. For M - 0.1 the general 
concentration levels are higher and just behind the discharge hole 
higher values of 17 are recorded off the center line than at z/D = 0. This 
behavior becomes more pronounced at the two higher blowing rates 
shown in Figs. 8(c) and 8(d). In these cases, even for z/D — 0 there is 
an increase in i) with x for the first 0.5-1.0 dia behind the hole. The 
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peak values of effectiveness measured in the immediate neighborhood 
of the hole occurred along the line 0.36 dia displaced from the hole 
center. This general behavior is consistent with the distortion of the 
jet to a kidney shape by the streamwise vortices induced by injection 
(see, for example, the sketch in [13]); the center of the jet is lifted away 
from the surface but the sides are drawn down in two lobes by the 
vortex action. Comparison may be made with measurements obtained 
in the Heat Transfer laboratory of the University of Minnesota— 
investigations that were mainly concerned with the far-field region. 
Agreement with the present results is close for M = 0.5 and also at 
other blowing rates for positions along z/D = 0. However, for M = 0.1 
the present data along z/D = 0.64 lie 20-30 percent below those of 
Ramsey and Goldstein [13] and for M = 0.24 about 10 percent below 
(making allowance for the fact that the Minnesota test was for M = 
0.20). The fact that differences become larger as M diminishes 
suggests that the effect may be "partly due to different effective dif
fusion coefficients in the external streams in the two experiments (as 
M increases this factor becomes of diminishing importance near the 
discharge, becoming progressively swamped by the strong jet/main
stream mixing). The momentum thickness Reynolds numbers in the 
boundary layer upstream of injection were approximately twice as 
large in [13] as in the present study (which would produce twice as 
large effective diffusivities) but the effect should be very nearly bal
anced by the higher convection velocities in the former experiments. 
The ratio of boundary layer thickness to hole diameter—which ref
erences [14,1] have shown to be an influential parameter—were also 
nearly the same. Moreover, although the hole Reynolds numbers in 
the present study are only one half of those of [13] we have seen in Fig. 
7(a) that the flow in the supply pipe was nevertheless turbulent; we 
should thus not expect there to be a significant Reynolds number 
effect. One possibly important difference between the experiments 
was that Ramsey and Goldstein [13] studied heat transfer, not mass 
transfer. Thus, heat conduction in the wall could lead to too high levels 
of ri off the center line contributing to some extent to the disagreement 
with the present results. 

4 Conc lus ions 
The near-field flow due to a jet injected at right angles through a 

wall to a main stream flow has been studied experimentally. The main 
findings were: 
• Even at injection rates of only 5 percent of that of the free stream 

the jet induces a reverse flow region on the downstream side of the 
hole extending to about 0.3 dia beyond the downstream end of the 
hole. 

a Surface static pressure measurements show the pressure fields to 
be distorted by the injection approximately 1% dia upstream of the 
hole and 2% dia downstream. 

« The static pressure disturbance created by the jet is almost inde
pendent of injection rate when normalised by pj Vj £/„, at least for 
the conditions of the present study. 

• The acceleration and deceleration of the mainstream flow caused 
by the secondary jet appear to be consistent with the surface static 
pressure contours. 

• The velocity of ejection is substantially nonuniform due to the rapid 
variation of static pressure around the hole. For M = 0.24 only 
about 25 percent of the injectant leaves from the leading half of the 
hole. 

• For injection ratios 0.24 or above the peak effectiveness immediately 
downstream of discharge occurs off the center line and increases 
for a time with x. This pattern is consistent with the jet taking on 
a kidney shape as it is bent over by the external stream. 

• Where the two studies overlap, very close agreement is obtained 
with the Ramsey and Goldstein data for M = 0.5. Certain differ
ences emerge, however, in the off-center line values at lower injec
tion rates, particularly for M = 0.1. 
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The Prediction of Three-

Dimensional Discrete-Hole 

Cooling Processes 
Part 1: Laminar Flow 

The paper describes the application of a three-dimensional finite-difference procedure to 
the problem of predicting the flow and thermal fields arising from the injection of fluid 
in discrete jets through a wall past which an external stream is flowing. The numerical 
scheme is of the "partially parabolic" type originated by D. B. Spalding. Predictions of 
mean velocity and temperature for laminar flow are provided for the cases of a single row 
of holes inclined at 90, 45, and 35 deg to the plate surface and for a surface with multiple 
rows of holes in a staggered array. These specifications are for a uniform density flow and 
a uniform velocity external stream. A final example is presented, simulating typical oper
ating, conditions for a gas turbine blade cooled with a single row of holes aligned at 30 deg 
to the blade surface. Strong streamwise accelerations and density gradients are present. 
The results show, as has been observed experimentally, that due to the strong acceleration 
the lateral rate of spread is diminished. Moreover a counter-rotating vortex pair is created 
downstream from the hole which shifts the minimum effectiveness away from the mid-
plane between the holes. 

1 Introduction 

In recent years there has been growing interest in the behavior of 
jets of fluid discharged obliquely into a mainstream flow. The basic 
flow configuration is to be found in such practical problems as the 
dispersion of effluents from chimney stacks, the discharge of sewage 
(or hot water from power stations) into lakes or rivers, the injection 
of secondary air into combustion chambers and the cooling of leading 
stages of gas turbine rotors and stators. In the first two examples, the 
desired outcome is the dispersion of the jet fluid as rapidly, and 
completely as possible into the main stream. The last example—that 
of turbine blade cooling—is the one that has motivated the present 
study, however. Here the intention is to arrange for jets, which emerge 
through holes in the blade surface, to form a "blanket" of cool fluid 
between the hot outer stream and the blade. These considerations 
make it desirable that the jet velocity should be but a small fraction 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Houston, Texas, November, 1975, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division March 16,1976. Paper No. 75-WA/HT-109. 

of the mainstream velocity and that, where technically possible, the 
jet axis should be pointed downstream at an acute angle with the 
surface. In a large proportion of well-designed discrete-hole cooling 
systems the jet will, therefore, be strongly deflected immediately on 
discharge and either remain in contact with the surface or reattach 
so quickly that there will be negligible streamwise recirculation. 

The flow field generated by discrete-hole injection is a three-di
mensional one but, because of the special character of the flow noted 
previously, numerical prediction schemes can make some simplifi
cation of the complete, three-dimensional elliptic equations of motion. 
Perhaps the obvious approach is to invoke the boundary-layer as
sumptions, in which the streamwise diffusion terms are discarded and 
the streamwise pressure gradient in any plane normal to the main flow 
is taken as uniform and known. When this is done, the equations be
come parabolic in respect of the main flow direction, and velocities 
and pressures on any cross-stream plane become formally unin
fluenced by those on parallel planes downstream. Thus, to obtain 
numerical solutions of this type of three-dimensional flow it is possible 
to use a forward-marching procedure, in which velocities are calcu
lated and stored at each plane in two-dimensional arrays which are 
then successively overwritten as the computations proceed down
stream. There now exist several finite-difference procedures of this 
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kind, the most general of which is the scheme of Patankar and 
Spalding [l].1 

Earlier work by the present authors [2] using the procedure of [1] 
has, however, shown that the flow in the vicinity of the discharge holes 
could not be correctly resolved by a conventional boundary-layer 
treatment. The problem lies mainly in the behavior of the pressure 
field, and to a lesser extent in the velocity field in the wake of the hole. 
Thus, for normal injection, even where the injection velocity is only 
10 percent of the external-stream velocity, the jet nevertheless causes 
important modifications to the static pressure upstream of the hole, 
and provokes streamwise recirculation immediately downstream. The 
upstream pressure effects, introduce an element of ellipticity which 
precludes the use of a forward-marching procedure, and necessitates 
the storage of the complete (three-dimensional) pressure field. 

Fortunately Pratap and Spalding [3] have recently devised an al
gorithm capable of solving problems of this kind—which they term 
"partially parabolic"—and have applied it to flows in strongly curved 
ducts [4]. The new procedure, though obviously requiring more 
computer time and storage than a conventional boundary-layer 
treatment, achieves significant savings both in computing time and 
in the amount of core storage required over that of a discretization 
of the complete three-dimensional equations of motion. 

The present contribution reports our work in obtaining numerical 
predictions of various discrete-hole-cooling configurations employing 
the partially parabolic procedure. The present computations relate 
entirely to laminar flow. Besides being both computationally and 
physically simpler than turbulent flow, laminar flow predictions have 
at least some practical relevance for flow over turbine blades because 
the very strong accelerations which occur over the blade prevent or 
delay the boundary layer becoming turbulent. The configurations 
studied in the present work are a single row of holes, where the hole 
axis makes angles of 90, 45, 35, and 30 deg with the surface and a 
multiple-row arrangement for 90 deg injection. Most of the compu
tations relate to a flow of uniform density with a uniform-velocity 
external stream. For illustration, however, one run is presented where 
a strongly favorable pressure gradient exists and density variation 
included representative of engine conditions. 

2 Method of Analysis 
2.1 Description of the Problem. The class of problems con

sidered in the present investigation is depicted in Fig. 2.1. The ge
ometry is that of a flat plate, drilled with holes of diameter D whose 
axes make an angle a of between 0 and 90 deg with the surface and are 

arranged in a single row or a staggered array, as shown in the diagram. 
The flow is laminar, and the pressure far from the surface is pre
scribed. Fluid is injected through the holes with uniform velocity V-
and temperature Tj. To be calculated are the distributions of velocity, 
pressure, and temperature within the fields of influence of injection. 
The wall is assumed adiabatic and frictional heating neglected: of 
particular interest therefore is the distribution of film-cooling effec
tiveness, TJ, downstream from the holes. 

2.2 Mathematical Description. The Cartesian directions x, 
y, and z are identified (Fig. 2.1) with the streamwise, vertical, and 
spanwise directions, respectively, and the corresponding velocity 
components are designated u, v and w; the equations of motion and 
enthalpy within the framework of partially parabolic flows, take the 
form: 

Direction—x -momentum 

— (puu) A (puu) H (pwu) 
ax ay az 

.OR. 
ax 

a I au\ a / au\ 
f — In — 1 + - U — ) (2.1) 
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where in tensor notation 
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(2.5) 

(2.6) 

(2.7) 

1 Numbers in brackets designate References at end of paper. 

and p, p., and X are the density, viscosity, and thermal conductivity, 
respectively. Note the absence of streamwise diffusion terms and the 
requirement that (strictly) u must be everywhere positive. 

Solutions of the foregoing equations would typically be sought over 

-Nomenclature. 
Cp = pressure coefficient, (p - po)/1kpjVeu„ 
cp = specific heat at constant pressure 
D = hole diameter 
J = diffusion flux of heat 
M = injection ratio (pjVj/p„u„) 
p = static pressure 
po = reference static pressure far upstream 

of injection 
Px = streamwise pitch 
Pz - lateral pitch 
T = temperature 
T = normalised temperature, (T — T^)/ 

(Tj - T J 
u = streamwise velocity 
ue = streamwise velocity at exit of the hole 

M™ = free stream velocity 
v = vertical velocity 
ue = vertical velocity at exit of the hole 
Vj = resultant coolant velocity at exit of the 

hole 
w = lateral velocity 
x = streamwise direction 
y = vertical direction 
2 = lateral direction 
a = angle of injection 
8 = boundary layer thickness 

j) = span-wise averaged ?j = — 1 r\dz 
Pz Jo 

V = film-cooling effectiveness, (Tw — T „ ) / 
(Tj - T„) 

X = thermal diffusivity of coolant 
M = dynamic viscosity of the mixed stream 
v = kinematic viscosity of the mixed stream 
p = density of the mixed stream 
T,;- = shear stress 

Subscripts 

w = wall value 
j = conditions at hole exit 
00 = undisturbed free-stream value 
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Fig. 2.1(a) The geometry 
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Fig. 2.1(6) Boundary conditions and domain of integration 

the region shown cross-hatched in Fig. 2.1(6) which depicts a row of 
inclined holes. The lateral boundaries are located at planes of sym
metry, and the upstream and outer-edge boundaries are located in 
regions of undisturbed flow. In the present examples, the upstream 
boundary is located 1.5 dia upstream of injection, the flow being 
prescribed as two-dimensional. The boundary-layer velocity profile 
is given by: 

©4©" (2.8) 

where u„ and <5 are the free-stream velocity and boundary-layer 
thickness, respectively. Equation (2.8) is known to fit closely the exact 
solution to the laminar boundary in zero pressure gradient. The ve
locity components ue and ve of the fluid exiting from the hole are 
calculated from: 

ue = Vj cos a 

ve — Vj sin a 
(2.9) 

where Vj is the injection velocity. The dimensionless temperature T 
is set equal to unity in the injected fluid and zero in the free stream. 

2.3 Numerical Solution Procedure. The main elements of the 
partially parabolic finite-difference procedure (of which full details 
are given in [3]) may be summarized as follows: 

1 The dependent variables u, v, w, p, and T are computed on grids 
superimposed on the domain of solution, and arranged such that, 

while pressure and temperature share the same locations, the velocity 
components lie midway between the pressures which drive them. The 
grid is nominally Cartesian, but may expand or contract in the vertical 
direction to conform with the boundary-layer profile. 

2 Finite-difference equations (fde's) are derived for u, u, w, and 
T: these relate each variable at a point to its nearest neighbors in the 
same cross-stream plane and to the adjacent upstream (but not 
downstream) neighbor. In the case of the velocity equations, the 
neighboring pressures in the direction of the component in question 
appear as well. 

3 Pressure is obtained from its own equation, derived by com
bining the fde's for momentum and continuity. Unlike the other 
members of the set, this equation relates to the nearest grid neighbors 
in all directions, including downstream. 

4 Starting from initial guesses for the velocity, pressure, and 
temperature fields, the procedure operates by scanning the cross-
stream planes one by one, beginning from the upstream end and 
solving at each plane for all variables, on the assumption that the 
values on neighboring planes are known. In the case of the velocities, 
which do not depend on values at downstream planes, the latter 
supposition is a reasonable one (likewise for temperature). Thus, 
provided that the pressures were correctly specified, one scan of the 
field would secure the solution to the problem (this of course is pre
cisely the way conventional boundary-layer methods operate). In 
practice, the effects of injection will necessitate that adjustments be 
made to the pressures and hence the velocities: thus, the scanning 
procedure is repeated in an iterative fashion using the pressure field 
of the previous iteration until a satisfactory solution is achieved. 

5 The procedure therefore preserves as far as possible the lim
ited-storage requirements of boundary-layer methods, requiring only 
that the static pressure, whose influence is transmitted in all direc
tions, be stored three-dimensionally. 

A summary of the boundary conditions applied is provided in Table 
2.1. The results which are presented in the next section were obtained, 
after grid-refinement tests, with grids which typically comprised 70, 
18, and 17 planes in the x, y, and z directions, respectively, spaced so 
as to be concentrated in regions of steep gradients. Approximately 
70 iterations are needed to achieve a converged pressure field. Com
puting times per run and storage requirements on a CDC 6600 ma
chine were about 14 min and 50 K, respectively. 

3 R e s u l t s 
3.1 Single Row of Holes, 90 deg Injection. For this series of 

calculations normal injection was simulated through a single row of 
holes with pitch Pz equal to 2D. The upstream boundary was located 
1.5 D from the leading edge of the hole, and the initial conditions were 
specified as <5 = 5.5 D and Rs (= u„ b/v) = 690. Results will be pre
sented for values of the injection ratio M (= pjVj/p^uJ) of 0.1 and 0.2. 
For these and subsequent examples the Prandtl number was 0.70. 

An immediate impression of the importance of elliptic pressure 
effects may be gained from Fig. 3.1(a), which shows for M = 0.2 sur
face contours of the pressure coefficient Cp the reference pressure is 
that in the undisturbed flow far away from the holes. (It may be re
marked that the choice of pjveu«, as the normalizing quantity was 
made on the basis of experiments in turbulent flow [5] where this 
practice was found nearly to collapse the data for the two injection 
ratios onto identical curves.) Evidently there is an appreciable up
stream effect even for the smaller of the injection ratios: the 10 percent 
contour extends to about one diameter. Also evident are appreciable 
lateral and downstream variations, with the latter persisting for longer 
distances than upstream, and revealing the presence of adverse 
pressure gradients in the region immediately downstream of the hole. 
Over the hole itself there exist strong favorable pressure gradients. 

The predicted flow pattern for M = 0.2 is conveyed by Figs. 3.1 (6), 
(c), and (d). The first of these shows the velocity vectors in the sym
metry plane which bisects the hole: the action of the pressure field in 
deflecting upward the oncoming.stream can be clearly seen (it is worth 
recalling that a conventional boundary-layer procedure is incapable 
of simulating this effect), as can the further deflection over the hole 
provoked by the injected fluid. Immediately downstream is a small 

Journal of Heat Transfer AUGUST 1976 / 381 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3.1(a) Isobars tor M = 0.2 

Fig. 3.1(b) Velocity directions in the symmetry plane 

' -/' 

£0 

0-023u« 0-002 u» 

oooaUoo 

1-5 

1-0 

0-5-

I X ' D = o-o I 

' 1 1 \\ \ \ l i t t I II t t I 
J01u« 

i \ w \ \ j i (^ f it// / / ' 

» •* •^•s.v."*. X ^ ' f l ' ^ •*"*"•*•-- -" ' 
~ \ , 0-023 u« 

' 1 1 1 1 I t I I f I I ' 

0-02u« 

*. \ \ \ jj \\i i t / / • 

-•*X \ ^ ifif^ jt f f? -

- * » f ° W * » * ' ' 
Z'D 0-0 1-0 H U M 

Fig. 3.1(c) Velocity vector field in cross-stream plane 

zone of backward flow which, although strictly not allowed by the 
procedure, can be patched over by replacing the calculated small 
negative values by zero; this practice does not appreciably affect the 
results elsewhere. Fig. 3.1(c) shows projections of the velocity vectors 
into cross-stream planes at various locations, starting from the up
stream edge of the hole (x/D = 0.0) and proceeding downstream. The 
symbol z marked across a vector line denotes that it has been drawn 
at less than full scale to avoid cross-over of the lines. The first two plots 
merely serve to confirm the statements made earlier about the initial 
upward deflection of the flow: the remaining ones, however, reveal 
a new, but expected, feature; namely, the formation of the familiar 
stream wise vortex pair in the wake of the hole, which is a manifesta
tion of the vorticity added to the flow by the fluid injection. The re
maining set of velocity plots in Fig. 3.1(d) show contours of the 
streamwise component at various cross-stream planes, in which the 
dashed lines represent the contours which would prevail in the ab
sence of injection. The contours confirm the expected retardation of 
the flow at the leading edge, the acceleration over the hole itself, and 
the deceleration in the downstream wake. Also shown is the tendency 
for the lateral variations to diminish with distance from the holes. The 
general hydrodynamic behavior for M = 0.1, although not shown, is 
qualitatively similar, but the disturbances produced by the jet are, 
of course, less pronounced. 

Fig. 3.1(e) displays contours of T in cross-stream planes for M = 
0.2 (which is the highest blowing rate for which solutions could be 
obtained with normal injection). These show how the thermal field 
spreads initially in an almost radially symmetrical fashion and is 
subsequently distorted by the velocity field and the interaction with 
neighboring holes. Of particular interest are the center panels, which 
illustrate the action of the streamwise vortices in bringing fluid of low 
normalized temperature in from the sides, thereby causing "pinching" 
of the contours near the plate, and the displacement of the maximum 
value of T from the surface. 

Fig. 3.2 shows the wall film-cooling effectiveness for M = 0.1 and 
0.2. Here we note the rather rapid lateral spread around the hole which 
seems to be a consequence of the strong lateral motions induced by 
the jet, and the comparatively low velocity of the fluid layers fed by 
these motions. The effect of increasing M is to raise the effectiveness. 
This behavior is to be expected at the low values of M considered in 
the present study where the jet fluid reattaches to the surface a short 
distance behind the hole. 

3.2 Single Row of Holes, Various Injection Angles, M = 0.2. 
Fig. 3.3 shows the effect on the temperature field of varying the angle 
of injection, with all other conditions held constant and M = 0.2. The 
upper sequence of panels contains results for a = 35 deg, and the lower 
set for a = 45 deg. Comparisons of these predictions, and those for n 
= 90 deg in Fig. 3.1(e) show that as the angle is reduced, the rate of 
vertical spread is diminished. 

An impression of the effect of injection angle on surface effective
ness may be seen in Fig. 3.4, which displays the variation along lines 
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Fig. 3.3 Normalized isotherms in cross-stream planes a = 35 deg, a = 45 
deg 

passing through the hole axis and midway between adjacent holes, 
for a = 35,45, and 90 deg. It is seen that reducing the angle of injection 
from 90 to 45 deg reduces the stream wise rate of decay of -q (qualita
tively in agreement with experimental data of turbulent flow [6]) but 
that reducing the angle further to 35 deg has relatively little effect. 
(The broken lines show the rate of decay along the z = 0 line; there 
has been a shift of origin of the x axis to make the downstream end 
of the hole occur at the same position for all three angles of injection.) 
It is seen that immediately behind the hole, the effectiveness along 
z/D = 1.0 decreases as injection angle is reduced. This is attributable 
to changes in the flow field: the smaller the injection angle the less the 
disturbance created by the jet; in particular the static pressure vari
ation around the hole is reduced. As a result, w velocities are weaker 
and the displacement thickness of the wake is considerably less. 
Further downstream, however, effectiveness levels become signifi
cantly higher along z/D = 1 the smaller the injection angle implying 
a faster lateral spreading rate. This behavior is qualitatively different 
from that observed in turbulent flow experiments. There is not nec
essarily any conflict in these results, however. In turbulent flow the 
effective transport coefficients are large wherever the mean rates of 
strain are large (as indicated, for example, by the mixing-length hy

pothesis). It is thus quite possible that in a turbulent flow the re
duction in strain rates that occurs as the angle of injection is pro
gressively decreased reduces the transport coefficients sufficiently 
for the lateral rate of spread to fall. It is noted that the present results 
all show a tendency to approach two-dimensional behavior at about 
the same rate. 

3.3 Multirow Injection: 90 deg Holes. When only a single row 
of cooling holes is used most blade-cooling applications will require 
higher injection rates than are considered in the present paper. 
Raising the level of M, however, tends to make the jet lift away from 
the surface promoting increased mixing (and, hence, hastening the 
rate of dilution of the coolant) and adversely affecting the aerody
namic characteristics of the blade. For this reason attention is being 
given to cooling systems employing more than one row of holes: by this 
means sufficient coolant can be introduced to the blade surface while 
keeping injection velocities at acceptably low levels. Figs. 3.5 and 3.6 
provide illustrations of the calculated behavior of a multirow injection 
system for M = 0.1. As before, the boundary-layer thickness is taken 
as 5.5 D but now the lateral pitch between holes is 4.0 with successive 
rows being staggered and repeated rows occurring every three di
ameters downstream. The results shown in these figures have been 
obtained by making a number of computations in which the finite-
difference grid covered only a portion of the total flow domain, the 
grid being successively moved downstream until the region shown in 
Fig. 3.5 had been covered. 

Surface effectiveness contours are shown in plain view in Fig. 3.5(a) 
while the variation of effectiveness along the two lateral edges of the 
flow domain and along the line midway between the edges is shown 
in Fig. 3.5(b). In addition, an impression of the temperature field in 
the boundary layer is provided by the normalized isotherms at various 
y-z planes shown in Fig. 3.6. It may be seen that immediately behind 
the leading hole the normalized temperature falls off more rapidly 
than for the single row test displayed in Fig. 3.2. This seems to be 
mainly due to the greater lateral spacing between holes in the same 
row. Overall, however, the multihole arrangement is superior to the 
single-row configuration. For example, after the second row, the 
amount of injected fluid is the same as for the single row test with M 
= 0.1; the minimum effectiveness level at x/D = 2.9 (i.e., just upstream 
of the third row) is 0.29 in Fig. 3.5 compared with 0.26 in Fig. 3.2. 
Correspondingly, after the fourth row of holes the amount of coolant 
is the same as for the single row test with M = 0.2. Now, in the latter 
case, computations extended only three diameters behind the injec
tion holes (x/D = 4). From Fig. 3.4 it is seen that at that station the 
minimum effectiveness level of 31 percent is considerably less than 
the 44 percent at (x/D) = 5.9 for the multihole injection. There will 
also be aerodynamic advantages to the multihole geometry that we 
do not attempt to quantify in the present paper. An interesting subject 
for further investigation would be the discovery of whether improved 

Fig. 3.4 Effect of injection angle on surface effectiveness along symmetry 
lines—single row, Pz = 2.0, M = 0.2 
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Fig. 3.5(a) Film cooling effectiveness for multlrow geometry 
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Fig. 3.5(b) Film-cooling effectiveness along and midway between symmetry 
planes 

cooling effectiveness resulted from directing the jets at an angle to 
the x-y plane. 

3.4 Single-Row Injection With Density Gradient and Free-
Stream Acceleration. The final example relates to conditions ap
proximating more closely than the earlier examples the kind of sit
uations met under actual operating conditions. It simulates a test from 
a series performed on a single blade by Rolls Royce (1971) Ltd. The 
coolant is injected through a single row of 30 deg holes, the mass ve
locity ratio M being 0.31 and the ratio of lateral pitch to hole diameter 
being 2.5. The ratio of injectant to mainstream densities is 1.4:1 and 
the stream wise mean velocity gradient, du„/dx is taken as constant, 
the initial value of (vlu„2)du„/dx being 0.8 X 10~6. The density was 
obtained from the ideal gas equation of state. The viscosity was 
treated as uniform, though this simplification would have had only 
a very secondary effect on the results. The computations with the 
partially parabolic procedure extended from two diameters upstream 
of the hole to 5.0 dia downstream. At the point of injection the 
boundary layer on the blade was reported to be laminar, with a 
boundary layer thickness a little greater than the diameter of the in
jection holes. Our own estimate of boundary thickness (obtained from 
a Polhausen-type integral solution from stagnation to the injection 
point) gave a value of only 0.2 D, however. We therefore decided to 
make computations of the flow development for both the indicated 
values of boundary layer thickness at the upstream end of the com
putational domain; the Pohlhausen fourth-order polynomial was used 
to describe the velocity distribution in the layer. The variation of 
free-stream velocity implied by the acceleration parameter was ap
plied at the free-stream edge of the domain. In practical computations, 
the finite-difference calculations would need to extend tens of hole 
diameters downstream rather than just a few. This would be unnec-
esarily expensive, however, since the cross-stream pressure variations 
become very small a few hole diameters downstream. Instead we have 
employed the orthodox three-dimensional parabolic treatment of 
Patankar and Spalding [1] beginning the computation five diameters 
downstream from the leading edge of the injection holes using, as 
initial profiles, the values given at that section by the partially para
bolic method. The computation proceeds downstream in a noniter-
ative marching fashion with the streamwise pressure gradient being 
treated as uniform at any section in the £-momentum equation. 
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Fig. 3.6 Contours of normalized isotherms in cross-stream planes for mul
tlrow geometry 

The development of the streamwise velocity profile along a plane 
through the "hole center" is shown in Fig. 3.7 for the case where the 
initial b/D = 0.2. For reference, the mean velocity profile at the up
stream station (x/D = -0.2) is shown by a broken line. The curves are 
normalized by the local free-stream velocity. There is only a small 
displacement of the boundary layer upstream of the hole but a sub
stantial displacement of the profile over the hole itself.2 Note that the 
profile at x/D = 1.0 displays a slip velocity at y/D = 0 due to the 
streamwise component of velocity of the injected stream. Behind the 
hole a large wake in the boundary layer is evident. The jet itself lifts 
away from the surface but has reattached by x/D = 4.50 as evidenced 
by the small peak in velocity close to the wall. As the shear flow de
velops downstream the velocity maximum disappears leaving a patch 

2 The hole extends from x/D •• 
30 deg with the surface. 

; 0 to x/D = 2.0 since the holes are aligned at 

% = 00 

Fig. 3.7 Streamwise velocity profiles in the symmetry plane through a hole. 
Single row, a = 30 deg, nonuniform density, free-stream acceleration 
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of slow moving, virtually uniform-velocity fluid close to the wall. With 
further development downstream this patch accelerates more rapidly 
than the free stream fluid (as required by Bernoulli's equation) and 
a "new" boundary layer may be seen developing beneath it. 

The variation of film-cooling effectiveness along a number of con
stant z/d lines is shown in Figs. 3.8(a) and (6), which relate to the 
partially parabolic and parabolic regions of computation, respectively. 
In the former we note that the computations with b/D = 1.25 indicate 
a faster lateral spread of the jet and that for b/D = 0.2 the effective
ness along z/D = 0.75 is less than along z/D = 1.0 for x/D greater than 
about 3.5. This pattern of development continues into the parabolic 
region; from Fig. 3.8(6) for x/D > 9 the minimum effectiveness at any 
station occurs along z/D = 0.75. Computations were halted at x/D = 
14 in the case of the thin initial boundary layer. For b/D = 1.25, 
however, computations were continued to x/D — 40.00. It may be seen 
that the "cross-over" effect noted for b/D = 0.2 is much less pro
nounced in this case: the minimum concentration always lies on z/D 
= 1.25 and only for x/D > 17 is the value of i) at z/D = 0.75 less than 
that at z/D = 1.0. 

The cause of this contrasting behavior may be inferred from Fig. 
3.9, which shows for the case of b/D = 0.2 computer drawn velocity 
vectors in the y-z plane at x/D = 4.5. Injecting fluid through the holes 
creates two eddies rotating in the y-z plane (i.e., with axes in the x-
direction). One of these, induced directly by the injection, rotates 
clockwise (viewed from the upstream side) and is located in the left-
hand half of the section shown in Fig. 3.9. The second vortex may 
be thought of as being an indirect consequence of the jet; it is the so-
called horseshoe vortex in which the vortex lines in the boundary layer 
upstream of the hole bend around the jet giving an extra component 
to the streamwise vorticity. This vortex rotates counterclockwise and 
is located in the right-hand half of Fig. 3.9. It is evident from this figure 
that the right-hand member of this counter-rotating vortex pair is very 
much weaker than the left-hand one. Nevertheless, together their 
action is to bring high temperature fluid down toward the surface, 
displacing the cooler fluid to each side. This pattern of development 
may clearly be seen in Fig. 3.10, which shows normalized temperature 
contours in the y-z plane at different stations. A further item to be 
noted from this figure is that the peak normalized temperature at any 
section occurs at some distance away from the wall. This is due at first 
to the fact that the jet lifts away from the surface immediately behind 
the hole; further downstream the phenomenon may be attributed to 
the counter-rotating vortices discussed previously. 

In the case where b/D = 1.25 the secondary horseshoe vortex is 
much weaker because most of vorticity present in the upstream 
boundary layer passes over the top of the injection hole without the 
vortex lines being significantly bent. This explains why, in this case, 
there is less tendency for the effectiveness lines to cross over; it also 
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Table 2.1 Summary of boundary conditions 
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Fig. 3.11 Span-wise averaged cooling effectiveness: comparison with ex
periment 

explains the faster lateral spread indicated in Fig. 3.8(a) since the 
horseshoe vortex acts to inhibit the lateral spread of the jet. 

The measurements obtained in the Rolls Royce tests gave span-
wise-averaged values of effectiveness. In Fig. 3.11 comparison is made 
between the experimental data and our two predicted lines. The 
maximum difference between the two sets of predictions is only 8 
percent, which is probably well within the experimental uncertainty. 
Agreement between the experimental and calculated values is thus 
entirely satisfactory. Two further points need emphasizing. First, the 
relative insensitivity of these predictions to boundary layer thickness 
occurs only because the injection rates are low and the flow is laminar. 
Second, Fig. 3.8(a) brings out how steep are the local variations in 
adiabatic wall temperature around the hole. Although conduction 

within the blade would in practice reduce these gradients, it appears 
that there would still be substantial thermal stresses induced. To 
predict these effects satisfactorily will always require a very detailed 
finite-difference treatment such as reported here in the vicinity of the 
holes even if simpler schemes can be devised to serve adequately 
further downstream. 
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Effect of Rotation and Coolant 
Ihroughflow on the Heat Transfer 
and Temperature Field in an 
Enclosure 
Measurements were performed to determine the local heat transfer coefficients along the 
heated shroud of a shrouded parallel disk system. The temperature field within the enclo
sure formed by the shroud and the disks was also measured. One of the disks was rotating, 
whereas the other disk and the shroud were stationary. Coolant air was introduced into 
the enclosure through an aperture at the center of the stationary disk and exited through 
a slot at the rim of the rotating disk. The coolant entrance-exit arrangement differed from 
that of previous studies, with the additional difference that the incoming coolant stream 
was free of rotation. The coolant flow rate, the disk rotational speed, and the aspect ratio 
of the enclosure were varied during the experiments. The heat transfer coefficients were 
found to be increasingly insensitive to the absence or presence of rotation as the coolant 
flow rate increased. There was a general increase of the transfer coefficients with increas
ing coolant flow rate, especially for low rotational speeds. The temperature field in the 
enclosure differed markedly depending on the relative importance of rotation and of cool
ant throughflow. When the latter dominates, the temperature in the core is relatively uni
form, but in the presence of strong rotation there are significant nonuniformities. A com
parison was made between the present Nusselt number results and those of prior experi
ments characterized by different coolant entrance—exit arrangements. The positioning 
of the coolant exit slot relative to the direction of the boundary layer flow on the shroud 
emerged as an important factor in the comparison. 

Introduction 

This paper describes an experimental study of the heat transfer 
characteristics and fluid temperature distributions for a rotating, 
recirculating, forced convection flow in an enclosure. Fluid passing 
through the enclosure plays the role of a coolant. These experiments 
are intended to provide basic information about a complex convective 
heat transfer situation. They are also a terminal phase of a long-term 
research effort undertaken to model the heat transfer processes in 
cavities and enclosures situated adjacent to the rotating shaft in de
vices such as turbines and compressors. In such enclosures, one or 
more of the walls may be rotating. For high temperature turbines, the 
enclosure walls have to be cooled, and bleed air is used for this pur
pose. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 3, 1975. Paper No. 76-HT-DDD. 

The enclosure employed in the experiments is pictured schemati
cally in Fig. 1. It consists of a stationary cylindrical shroud and a pair 
of disks, one of which is stationary and the other of which rotates. The 
shroud is electrically heated, whereas the disks are not heated. Air is 
introduced into the enclosure through a circular aperture at the center 
of the stationary disk and leaves through an annular gap situated at 
the rim of the rotating disk. 

The apparatus is designed so that the separation distance S be
tween the rotating and stationary disks can be varied. For the present 
experiments, dimensionless separation distances S/R of 4/9, 8/9, and 
2 were employed. Also varied throughout the course of the experi
ments were the pipe inlet Reynolds number Re; (from nominal values 
of 15,000 to 50,000) and the disk rotational speed a> (0 to 3000 rpm). 
The rotational Reynolds numbers Rerot, based on the disk tip velocity 
and the disk radius, ranged fipm 0 to 106. 

Local heat transfer coefficients were determined as a function of 
position along the shroud and are presented in terms of local Nusselt 
numbers. The temperature field in the air in the enclosure was mea
sured by a thermocouple rake. This information is presented in terms 
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_L 
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DISK (UNHEATED) 
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ROTATING DISK (UNHEATED) 

Fig. 1 Schematic diagram of (he investigated enclosure 

of isotherms, the shapes of which are suggestive of certain features 
of the flow field. 

A major departure of the present experiments from those conducted ' 
earlier in this research program [1, 2]1 is that the air flow entering the 
enclosure is free of rotation. When the entering air flow is rotating, 
a radial pressure distribution is induced across the inlet aperture, with 
the minimum pressure at the center line. The relatively low pressure 
at the center line tends to draw air from the enclosure toward the 
aperture, and this backflow tendency affects the spreading of the 
coolant jet as it enters the cavity. 

Another important difference brought about by the repositioning 
of the fluid inlet aperture is the direction of fluid flow along the 
shroud. For the configuration shown in Fig. 1, the shroud flow is ex
pected to be in the positive x -direction. There are two factors which 
contribute to this. First, there is the coolant jet, which impinges on 
the rotating disk and then forms a wall jet that flows radially outward 
along the disk surface. Second, the pumping action of the rotating disk 
induces an additional radial outflow. A portion of the radial outflow 
exits from the enclosure at the rim of the rotating disk, and the other 
portion turns and becomes an axial flow along the shroud in the 
positive x -direction. Therefore, in the present configuration, the 
coolant jet and the disk rotation are mutually assisting with respect 
to the flow direction along the shroud. 

Suppose, instead, that the coolant jet enters the enclosure via a 
central aperture in the rotating disk, with the exit maintained at the 
rim of the rotating disk and the stationary disk is solid (i.e., no aper
ture). This is the configuration employed in the experiments of [2]. 
In that case, as in the present, the pumping action of the rotating disk 
tends to set up an axial flow in the positive x -direction along the 

1 Numbers in brackets designate References at end of paper. 

shroud. On the other hand, the coolant jet, after deflection from the 
stationary disk, would tend to induce a shroud flow in the negative 
x -direction. Thus, the coolant jet and the disk rotation cause oppo
sitely directed shroud flows. The dominance of one flow over the other 
depends on the relative values of the coolant inlet Reynolds number 
and the disk rotational Reynolds number. The configuration of [1] 
also is such that oppositely directed shroud flows can be set up by the 
coolant jet and the disk rotation. 

In view of the aforementioned differences between the present 
experiments and those performed earlier in this research program, 
it is relevant to compare the available Nusselt number results. Such 
comparisons are made here with a view toward relating differences 
among the results to differences in flow configuration. 

Aside from the references already cited, there appears to be very 
little published literature dealing with heat transfer in enclosures with 
rotation, recirculation, and throughflow. Haynes and Owen [3] em
ployed an enclosure with relatively closely spaced disks (S/R < 0.18) 
and with a different throughflow pattern from that of the present 
experiments. 

E x p e r i m e n t a l A p p a r a t u s 

The general features of the apparatus have already been introduced 
in the previous section of the paper with the aid of Fig. 1. Additional 
information relevant to the further understanding of the experiment 
and the results will now be presented. 

The coolant air was supplied by a building-wide distribution sys
tem. It passed successively through a pressure regulator, control valve, 
heat exchanger, and metering orifice before being ducted to a length 
of straight pipeline whose downstream end mated with an aperture 
in the stationary disk. Both the aperture and the air delivery pipeline 
were 5.08 cm (2 in.) in diameter. The length of the delivery pipeline 
(~42 dia) was selected to provide fully developed turbulent flow at 
the inlet to the enclosure. 

For the determination of the bulk temperature of the inlet air, the 
pipeline was fitted with six thermocouples and was also well insulated 
with fiberglass. Three of the thermocouples were distributed across 
a section situated about 2.5 cm (1 in.) upstream of the enclosure inlet. 
The other three were positioned at the pipe centerline at stations that 
were 30,60, and 210 cm upstream of the inlet. The three thermocou
ples in the cross section nearest the inlet gave fairly uniform readings 
(to within 0.3°C) at the highest coolant flow rate. However, with 
progressive decreases in flow rate, greater nonuniformities were in 
evidence, suggesting an interaction with the recirculating flow in the 
enclosure. On the other hand, the readings of the thermocouples in 
the three upstream cross sections were always uniform to within 
0.15°C. The average of the readings of these three thermocouples was 
employed as the inlet bulk temperature. 

Both the rotating and stationary disks were made of 2.54 cm (1 in.) 
thick Benelex 401, a pressed wood product. The shroud was a 22.9 cm 
(9 in.) radius cylinder that had been formed from 0.064 cm (0.025 in.) 
stainless steel sheet. The overall length of the cylinder was 53.3 cm 
(21 in.). Thirty thermocouples were affixed to the back side (convex 
side) of the cylinder along an axial line, at positions that will be ap
parent from the presentation of results. Electrical resistance ribbon 
wrapped around the cylinder provided the desired heating. The ribbon 
was wired so that for each preselected separation distance between 

. N o m e n c l a t u r e -

h = local heat transfer coefficient, 
q/(Tw - Tbi) 

k = thermal conductivity 
m = coolant flow rate 
Nu = local Nusselt number, hR/k 
q = local wall heat flux 
R = radius of cylindrical shroud 
/?,- = radius of coolant delivery pipe 

Rd - radius of rotating disk 
Re, = coolant inlet Reynolds number, equa

tion (3) 
Rerot = disk rotational Reynolds number, 

equation (3) 
r — radial coordinate 
S = spacing between disks 
T = temperature 
Tu = coolant inlet temperature 

Tw = local wall temperature 
x = axial coordinate, Figs. 1 and 5 
x' = axial coordinate, Fig. 5 
Vd = tip speed of rotating disk 
V = mean velocity of entering coolant 
H = viscosity 
v = kinematic viscosity 
u) = disk rotational speed 

388 / AUGUST 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the disks, a main heater section was flanked by a pair of guard heaters. 
The cylinder was embedded in a 15 cm (6 in.) thick layer of polyure-
thane insulation. 

The radius of the stationary disk was the same as that of the shroud. 
The rotating disk had a radius of 21.6 cm (8.5 in.), which left a 1.27 
cm (0.5 in.) annular gap between the rim of the disk and the shroud 
through which the coolant air left the enclosure. 

The thermocouple probe employed to measure the temperature 
distribution within the enclosure, shown schematically in Fig. 1, was 
a rebuilt version of one that had been used in [2]. The probe was sit
uated in the enclosure only during data runs specifically earmarked 
for fluid temperature measurements (i.e., not during the heat transfer 
data runs). The body of the probe was an L-shaped stainless steel tube 
(0.48 cm (3/i6 in.) OD) through which the thermocouple wires were 
drawn. The junctions emerged through holes in the vertical leg of the 
L. The tips of the junctions protruded about 0.5 cm (0.2 in.) beyond 
the surface of the tube. 

The probe was fitted with five thermocouples. By successively or
ienting the probe in the two positions shown in Fig. 1 (solid and 
dashed lines), temperatures at 10 radial stations could be measured 
in each cross section. These radial stations were nominally at 0.635, 
5.08,. . . , 20.3, and 22.2 cm from the axis. Axial traversing of the probe 
enabled the temperature field to be mapped out. Typically, about 
twelve axial stations were employed. 

All thermocouples were from calibrated rolls of wire. The ther
mocouple emf's were recorded by a digital voltmeter capable of re
solving one microvolt. Heating power measurements were made with 
the aid of a laboratory grade wattmeter, and a cathetometer with a 
resolving power of 0.005 cm (0.002 in.) was employed for reading the 
manometer tubes associated with the flow metering orifice. The rpm 
of the rotating disk was detected by both a mechanical counter and 
a strobe. 

Data Reduction 
The procedure for evaluating local heat transfer coefficients will 

now be discussed. The ingredients needed for the evaluation are the 
local wall heat flux q, the local wall temperature Tw, and a fluid ref
erence temperature. In the selection of the latter, cognizance has to 
be taken of the fact (to be demonstrated later) that the temperature 
field in the enclosure is not well represented as consisting of wall 
boundary layers and an isothermal core. Whereas regions of relatively 
high temperature gradient do exist near the walls, there are also 
substantial temperature variations throughout the entire enclosure. 
Therefore, the usual approach of employing a free stream temperature 
(for boundary layers) or a local bulk temperature (for duct flows) is 
not applicable here. In view of these considerations, the inlet bulk 
temperature TV, which is a directly measurable quantity in these 
experiments, appeared to be the most reasonable fluid reference 
temperature. It has the particular advantage that its value would also 
be known in practice. 

The local coefficients were, therefore, evaluated from the expression 

h = q/(Tw - Tbi) (1) 

The local wall heat flux q was determined from the electrical power 
input, modified by corrections for axial conduction in the stainless 
steel sheet which formed the shroud and for radial conduction in the 
polyurethane foam. The axial conduction correction involved the 
numerical evaluation of d2T/dx2. This was accomplished by means 
of central differences subsequent to smoothing of the wall tempera
ture data. Whereas, in the main, this correction was not large, there 
were a number of such corrections on the order of 10-15 percent. In 
view of the high sensitivity of the second derivative to an uncertainty 
of a few tenths of a degree in the temperature data, these corrections 
introduced some scatter into the surface distributions of the heat 
transfer coefficient. The radial conduction corrections were always 
small, ranging from V2 to 2 percent depending on the temperature 
difference between the shroud and ambient. 

With the measured values of Tw and Tbi, and with q determined 
as described in the foregoing, the local transfer coefficients were 

calculated from equation (1). A dimensionless representation was then 
obtained via the local Nusselt number 

Nu = hR/k (2) 

in which R is the radius of the enclosure and k is the mean bulk con
ductivity of the air. 

The distributions of the Nusselt number along the shroud depend 
on three parameters. These are the coolant inlet Reynolds number 
Re,, the disk rotational speed u>, and the cavity aspect ratio SIR. Al
ternatively, the disk rotational Reynolds number Re r o t may be em
ployed instead of a>. Re; and Rerot are defined as 

Re; = 2m/j«rRi, Re r o t = Rd(Rdu)h (3) 

where i?, and Rd are, respectively, the radii of the coolant delivery pipe 
and the rim of the rotating disk, and m is the mass flow rate of the 
coolant air. The viscosity appearing in Re; corresponds to the coolant 
inlet temperature, while the kinematic viscosity in Re ro t corresponds 
to the mean bulk temperature. 

Property variations were not a major factor in the experiments. The 
coolant air typically entered the enclosure at about 22°C and expe
rienced a bulk temperature rise in the range from 8 to 19°C. The 
Prandtl number was about 0.7 for all cases. 

The relationship between a and Re ro t for the conditions of the ex
periment are listed in Table 1. The table also contains information 
on the tip speed Vd of the rotating disk and on the mean velocity V 
of the entering coolant flow. 

Results and Discussion 
Local Nusselt Numbers. Distributions of the local Nusselt 

number along the shroud are presented in Figs. 2-4, respectively, for 
enclosure aspect ratios S/R of 2,8/9, and 4/9. Each figure is subdivided 
into three graphs which, from left to right, correspond to Reynolds 
numbers of approximately 15,000, 24,000, and 47,000. Within each 
graph, data for the various disk rotational speeds from 0 to 3000 rpm 
are plotted using different symbols (see Table 1 for the corresponding 
values of Re rot). In Figs. 2 and 3, the data points are sufficiently dense 
so that there is no need for faired curves to provide continuity. On the 
other hand, faired curves are included in Fig. 4 because of the lesser 
density of the data points. 

Attention may first be turned to Fig. 2. It is seen that in all cases, 
the heat transfer coefficients decrease with increasing distance from 
the rotating disk. This behavior is in accord with the pattern of fluid 
flow discussed in the Introduction. As described there, the radial 
outflow on the disk becomes, after deflection, an axial flow along the 
shroud in the positive x -direction. As the fluid passes along the 
shroud, the thermal boundary layer thickens and, consequently, there 
is an increase in the thermal resistance of the flow. 

From a comparison of the successive graphs, the interactive effects 
of the coolant flow and the disk rotational speed on the heat transfer 
coefficients may be observed. At the lowest coolant inlet Reynolds 
number (Re; ~ 15,000), the transfer coefficients are insensitive to the 
magnitude of the rotational speed up to w = 500 rpm, but are ordered 
according to increasing w for w = 1500 and 3000 rpm. When Re; is 
increased to 23,500, the insensitivity to rotational speed extends from 
0 to 1500 rpm. For Re; ~ 47,000, the effect of rotational speed is small 
over the entire range of a> values investigated here. It is seen, therefore, 
that the extent to which rotation influences the results depends on 
the coolant Reynolds number and that the presence or absence of 
rotation becomes progressively less relevant with increasing Reynolds 
number. 

Table 1 Velocity and Reynolds number relationships 

OJ(rpm) Re r o t *Vd(m/s) Re ; V(m/s) 
0 0 0 15 ,000 4.4 

500 156 ,000 11.3 24,000 7.1 
1500 465 ,000 33.9 47 ,000 13.9 
3000 920 ,000 67.8 
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Fig. 2 Distributions of the local Nusselt number along the shroud, 
S/R = 2 

A more detailed examination of Fig. 2 shows that there are condi- increases. Furthermore, in that section of the shroud and with ra
tions where the transfer coefficients for the no rotation case are ac- creasing Reynolds number, the no-rotation results tend to rise toward 
tually higher than those for certain magnitudes of rotation. This is the top of the assemblage of data points, followed closely by the results 
in evidence along a section of the shroud surface adjacent to the ro- for 500 rpm. 
tating disk, the length of which increases as the Reynolds number The fact that the rotation can produce degradation as well as aug-
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(a) CONFIGURATION OF [l] IB) CONFIGURATION OF [2] 

Fig. 5 Schematic diagrams of the enclosure configurations of [ 1 , 2] 

mentation of the transfer coefficients can be made plausible by taking 
note of its various effects on the velocity field. As discussed in the 
Introduction, the pumping action of the rotating disk induces a radial 
outflow on the disk surface which is superposed on the radial outflow 
caused by the coolant jet. It is not unreasonable to expect that the 
resulting higher velocities would carry over to the axial flow along the 
shroud and thereby enhance the heat transfer coefficients. 

On the other hand, the rotation tends to break up a well-ordered, 
energy-transporting recirculating flow that is established in the en
closure in the absence of rotation. The deleterious effect of such a 
breakup on the heat transfer coefficients has been demonstrated by 
analysis for laminar flow [4]. In addition, in the presence of strong 
rotation, the deflection of the radial outflow on the disk into an axial 
flow on the shroud may be accompanied by separation effects which 
degrade the transfer coefficients. 

The effect of the coolant Reynolds number on the magnitude of the 
transfer coefficients will now be examined. If Fig. 2 is scanned from 
left to right, it is clear that there is a general increase of the transfer 
coefficients with increasing Reynolds number. This increase is 
especially marked when the disk rotational speed is low. In addition, 
the distribution curves tend to become steeper at larger Reynolds 
numbers. That is, the transfer coefficients at small values of x are 

more sensitive to Reynolds number than are those at large x. This 
behavior is, presumably, related to the greater sensitivity of thinner 
boundary layers to changes in velocity. 

The trends that have just been described for Fig. 2 (S/R = 2) are 
also in evidence for the results for the smaller aspect ratios, S/R - 8/9 
and 4/9, Figs. 3 and 4, respectively. The major effect of decreasing 
aspect ratio is to bring about a general increase in the magnitude of 
the heat transfer coefficients. Thus, for example, for Re,- = 15,000 and 
co = 3000 rpm, the level of the Nusselt number increases from 100 to 
200 to 300 as S/R changes from 2 to 8/9 to 4/9. The increase in the 
Nusselt number is due to the higher fluid velocities in the boundary 
layers along the enclosure surfaces as well as to more intense recir
culation in the core of the enclosure. 

Nusselt Number Comparisons. It is relevant to compare the 
results of the present experiments with those of [1, 2], where similar 
experiments were performed, but with different flow patterns owing 
to differences in the positioning of the coolet inlet and exit. Schematic 
diagrams of the enclosure configurations of [1, 2] are shown in Fig. 5. 
These diagrams also contain an indication of some possible flow 
patterns (sketched in the upper half of the enclosure), the existence 
and relative strength of which depend on aspect ratio, disk rotational 
speed, and coolant Reynolds number. For example, in either of Figs. 
5(a) or 5(6), the forward (positive x) flow along the shroud should 
dominate over the back flow (negative x) when the rotational speed 
is high and the coolant Reynolds number is low. 

The shroud heating conditions for the experiments of [1, 2] were 
similar to those of the present experiments. However, in [1], the ro
tating disk was also electrically heated, the heat flux level being the 
same as that for the shroud.2 Depending on the flow pattern, the effect 

2 The heated rotating disk of [1] became inoperative shortly after the com
pletion of those experiments. 

Journal of Heat Transfer AUGUST 1976 / 391 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of heating at the disk could result in preheating of the fluid which 
washes the surface of the shroud, thereby reducing the heat transfer 
coefficients. This factor should be kept in mind when comparisons 
are made. 

. The Nusselt number comparisons are presented in Figs. 6-8, re
spectively, for aspect ratios S/R = 2,8/9, and 4/9. Each figure contains 
two graphs, one for 500 rpm and the second for 3000 rpm. The abscissa 
variable for the 500 rpm results is either x/R or x'/R, respectively, for 
the present experiments and for those of [1,2]. The use of x' for the 
latter was motivated by the expected dominance of the back flow 
along the shroud. The 3000 rpm results are plotted as a function of 
x/R for all cases. Comparisons are made at nominal values of coolant 
Reynolds number of 15,000, 25,000, and 50,000 for a = 500 rpm. In
asmuch as results for Re; = 15,000 were not obtained in [1] for w = 
3000 rpm, comparisons are made only for Re,- = 25,000 and 50,000 at 
that rotational speed. 

Attention may first be turned to the results for 3000 rpm (right-
hand graphs of Figs. 6-8). It is seen that for all cases, the Nusselt 
number decreases with increasing x, indicating that the flow is in the 
positive x direction along the shroud. Thus, for the experiments of 
[1, 2], the back flows pictured in Fig. 5 did not materialize to an extent 
sufficient to affect the heat transfer results. 

It is relevant to observe that for the experiments of [1] as contrasted 
to the present experiments and those of [2], the fluid exit slot is dif
ferently positioned with respect to the positive x flow (see Figs. 1 and 
5). In particular, for the former experiments, the exit slot is at the 
downstream end of the shroud flow path, whereas for the latter it is 
at the upstream end. With the exit slot at the upstream end, it might 
be expected that there would be less flow along the shroud than when 
the exit slot is at the downstream end. On the basis of this reasoning, 
the transfer coefficients of [1] should be higher than those of the 
present experiments and those of [2]. 

The comparisons shown in the right-hand graphs of Figs. 6-8 in
dicate that the foregoing expectations are, for the most part, fulfilled. 
At the smallest aspect ratio, S/R = 4/9 (Fig. 8), the expected ordering 

Nu 2 0 0 

[ 5 0 0 RPMI 

0 0.5 1.0 1.5 2.C 

x/R or x ' /R 

PRESENT 

REF. I ; REF. 2 

of the results is only partially realized. This may be due, in part, to 
the previously mentioned preheating effect in the experiments of [1]. 
The importance of this effect should be greater when the heated 
surface area of the shroud becomes smaller (relative to the fixed 
surface area of the heated rotating disk). In addition, the validity of 
the simple flow patterns that were postulated in the discussion may 
be in some jeopardy at smaller aspect ratios. 

From further examination of the right-hand graphs, it is seen that 
the results of [2] for Re,- ~ 50,000 are somewhat higher than the 
present results (25 percent, at the very most), whereas there is very 
close agreement at Re; ~ 24,000. 

Consideration may now be given to the results for 500 rpm. Whereas 
the distribution curves representing the present experiments vary 
monotonically along the shroud, those of [1, 2] tend to tip up near the 
end. This tipping up is due to the conflict between the forward and 
backward flows along the shroud as illustrated in Fig. 5. By reasoning 
along lines similar to those used in the foregoing, it may be concluded 
that the results of [2] should lie highest. This expectation is fairly well 
realized for the larger aspect ratios, but only partially for S/R = 4/9. 
For the most part, the results of [1] fall somewhat below the oth
ers. 

If a broad view is taken of Figs. 6-8, it appears that for a given set 
of operating parameters (S/R, Re;, and a>), a curve could be sketched 
which represents the results of the three experiments with fair accu
racy. That such a conclusion can be drawn is noteworthy in view of 
the complex flow phenomena that are involved. 

Temperature Field in the Enclosure. The measured temper
ature profiles were employed in the construction of isotherm maps 
which are presented in Figs. 9 and 10. These results are for the in
termediate aspect ratio, S/R = 8/9. Fig. 9 illustrates the response of 
the temperature field to changes in disk rotational speed from u> = 
0 to 3000 rpm, with the coolant Reynolds number held constant at a 
value of about 24,000. In Fig. 10, the coolant Reynolds number is 
varied from 15,000 to 47,000, while the rotational speed is fixed at 1500 
rpm. 

The plotted isotherms represent the locus of constant values of T 
— Tti, expressed in °F. The temperature interval between successive 
isotherms is 4°F. Occasional additional isotherms are indicated by 
dashed lines. Representative values of Tw — T/,; are noted along the 
upper margin of the graphs. 

If attention is first given to Fig. 9, it is seen that the temperature 
field is of a different character depending on the absence or presence 
of rotation. In the no-rotation case, the temperature in the core is 
relatively uniform, and there is a sharp temperature change in the 
boundary layer adjacent to the shroud. In the presence of rotation, 
the temperature in the core becomes more nonuniform, and the 
nonuniformity is accentuated with increasing rotational speed. 
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Fig. 6 Comparisons of local Nusselt numbers, S/R = 2 
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Fig. 7 Comparisons of local Nusselt numbers, S/R = 8/9 
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Fig. 10 Isotherm maps for various coolant inlet Reynolds numbers at a fixed 
rotational speed, S/R = 8/9 

Concurrently, the temperature change across the shroud boundary 
layer diminishes. 

Examination of the results of Fig. 10 reveals remarkable similarities 
to those of Fig. 9, except that the graphs are in reverse order. That is, 
the (a) part of Fig. 10 is comparable to the (c) part of Fig. 9, as is 10(c) 
to 9(a). In this light, the isotherm pattern of 10(c) can be regarded as 
dominated by the coolant jet, whereas 10(a) appears to represent a 
case where rotational effects are very strong. 

In order to classify the relative importance of the coolant jet and 
disk rotation in shaping the temperature field, a ratio such as to/Re; 
(or, Rerot/Re,) may be employed. The values of this parameter are very 
similar for Figs. 10(a) and 9(c). Also, the similarities between Figs. 
10(c) and 9(a) suggest that the a>/Re; value for the former is small 
enough to signal the dominance of the coolant jet. 

Study of the isotherm shapes provides insights into the pattern of 

fluid flow in the enclosure. Especially interesting in this connection 
are the bulges in evidence near the top of Figs. 9(b), 9(c) and 10(a), 
10(6) and near the middle of 9(a) and 10(c). These bulges are sug
gestive of a pattern whereby the boundary layer flow along the shroud 
is turned and deflected by the stationary disk, and subsequently 
streams back toward the rotating disk. The presence of the bulges is 
also indicative of a nonmonotonic temperature distribution. If one 
proceeds radially inward from the shroud, the temperature drops 
sharply at first and reaches a minimum, then increases moderately 
and attains a maximum, and then decreases monotonically. The ex
istence of such a temperature distribution and, in particular, of the 
maximum, is due to the relatiyely high temperatures possessed by the 
aforementioned back flowing stream. 

It may also be noted that with increasing rotation, the isotherms, 
aside from those that are bulged, tend to become flatter. This suggests 
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a transfer mechanism similar to radial conduction, perhaps turbulent 
diffusion. 

Conc lud ing R e m a r k s 
In the present experiments, where the shroud flows induced by the 

coolant jet and disk rotation both have the same direction, the Nusselt 
numbers are relatively insensitive to rotation at high coolant flow 
rates. On the other hand, in [1, 2], where the aforementioned induced 
flows tend to be opposed, the results are more sensitive to rotation. 

For conditions where the direction of the flow along the shroud is 
relatively unidirectional, it was found that for a given set of operating 
parameters, the results of the three experiments can be represented 
to fair accuracy by a single curve. 

The isotherm maps showed that at higher disk rotational speeds, 
the temperature distribution in the core of the enclosure is quite 
nonuniform. This suggests that in an analytical approach to the 
problem, the turbulence modeling for the core will have to be per

formed with greater care than would have been necessary had the core 
been isothermal. 
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Simultaneous Boiling and Forced 
Convection Heat Transfer From a 
Horizontal Cylinder to Water 
This paper presents the results of experiments involving simultaneous boiling and forced 
convection heat transfer from horizontal cylinders to water in crossflow. In these experi
ments all of the following primary variables were varied: heat flux, crossflow velocity, 
pressure, subcooling, and surface material. Based on these data an empirical correlation 
equation is developed which permits one to predict the performance of a cylindrical heat
er in the presence of crossflow and boiling, provided only that its performance in the ab
sence of crossflow (pool boiling) is known. This correlation equation eliminates the need 
to perform experiments in the presence of crossflow to ascertain the performance of a 
"crossflow-plus-boiling" cylindrical heater. 

Introduction 

Two methods have been suggested in the literature for correlating 
heat transfer in the presence of simultaneous boiling and forced 
convection. The first of these methods, proposed by Rohsenow [l],1 

consists of the simple superposition of effects as expressed by the 
following formula: 

<? = <7/ + Qb (1) 

where q is the total heat flux, and <?/ and qi, represent forced con
vection and boiling heat fluxes, respectively. The second approach 
to this problem, formulated by Kutatedeladze [2], is embodied in the 
following equation: 

M-0T (2) 

Kutatedeladze found that, with n = 2, equation (2) correlates the 
results of several experimental studies of boiling water flowing inside 
tubes. The objective of the present investigation was to obtain ex
perimental heat transfer data for simultaneous boiling and forced 
convection (crossflow) on the outside of a horizontal cylinder im
mersed in water and to develop a correlation equation for this data. 
This geometry has practical utility, as exemplified by the use of cy
lindrical immersion heaters. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the Journal 

of Heat Transfer. Manuscript received by the Heat Transfer Division October 
29,1974. Paper No. 76-HT-UU. 

Experimental Procedure 
The experimental portion of the present investigation was con

ducted by placing cylindrical, electrically heated test specimens ho
rizontally into a water tunnel, such that the flow of water was verti
cally upward and normal to the axes of the test specimens (crossflow). 
The test specimens (diameters approximately 0.012 m) and the water 
tunnel (diameter 0.08661 m) used here are described in detail in ref
erences [3, and 4]. Specimens having polished stainless steel and ti
tanium heat transfer surfaces were tested. Distilled water was used. 
The water tunnel contained a circular glass window through which 
the test specimens could be observed and photographed from the 
viewing angle shown in Fig. 1. All of the photographs exhibited herein 
were taken with a camera shutter speed of 0.001 s. The apparatus 
permitted simultaneous measurements of pressure, velocity, power 
input to the test specimens, and surface and bulk water temperatures, 

Direction of 

camera lens a y Test cylinder 

Fig. 1 Sketch of test geometry 
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Fig. 2 Effect of aging on bubble formation: titanium cylinder, 0 = 1.191 X

10-2 m; p =3.00 atm; V =0.1219 m1s; lj =322100 W/m'; Ib = 102.3 ± 0.1°C

possible variations in the quantity of dissolved air upon the boiling
data presented herein, an experimental procedure was adopted
whereby a quasistatic condition relative to these two variables was

(e)

T 80 min
tit 68.2 deg C

(d)

T 40 min
tit 67.6 deg C

(c)

T 20 min
tit 66.8 deg C

(b)

T 10 min
tit 65.1 deg C

(a)

T 5 min
lit 64.3 deg C

."- '0. ,,--.

~~ft.~· ~.~.
;., I

. ft ',. , .._. .:" .
.' :-

o ~ •• I,'

from which the heat transfer coefficient and all other relevant pa
rameters could be calculated. The ranges of the experimental variables
were:

q = 166,000-335,000 W1m2

V = 0.024-0.122 mls
p = 2-4 atm
tb = 71_102°C
ts = 122-165°C

t::.t = 42_83°C
t::.t sup = -5_32°C

The electric power fed into the test section of the heated cylinder
was measured with an error of less than 0.1 percent by means of a
carefully calibrated wattmeter. A precision potentiometer was used
to read the output of all thermocouples with an accuracy better than
0.03°C. The water tunnel was calibrated with respect to velocity by
means of the "hydrogen bubble technique" correct to within 1 percent,
as described in reference [4]. Pressure was measured with a bigh
precision ga'ge correct to with!n 0.01 atm.

The water in the tunnel was degassed by repeatedly heating it to
104°C at approximately 3 atm pressure and then suddenly venting
the system to the atmosphere. The venting caused violent flash boiling
throughout the body of water, which drove off dissolved gases. Al
though the final gas content of the water was not measured, it is be
lieved that this p~ocedure removed most of the dissolved gases. The
small amount of dissolved gases remaining in the water did not in
terfere with the collection of consistent data relevant to the objectives
of this investigation, as is explained subsequently.

Boiling heat transfer depends upon a relatively large number of
parameters, some of which, especially those relating to tbe condition
of the heat transfer surface and the chemical purity of both the surface
and the boiling liquid, are extremely difficult to control experimen
tally. One such problematic parameter is the time-in-use or so-called
aging of a surface on which boiling occurs. However, the rates of
change associated with aging generally diminish as a function of time,
and this fact provides a basis for eliminating the effects of this
sometimes troublesome parameter; because this fact implies that,
after a sufficiently long time has elapsed, a surface will have reached
a quasistatic condition relative to experiments of sufficiently short
duration. The progressively diminishing effect of aging is demon
strated by the series of photographs and data in Fig. 2. These photo
graphs and data show that the number of nucleation sites on a cylinder
diminish with time (probably due to the degassing of the surface), and
that the rate of cbange of t::.t decreases continuously with time.

In order to eliminate the effect of surface aging and the effect of

_____Nomenclature' _

D = cylinder diameter
h = heat transfer coefficient in the presence

of simultaneous boiling and forced con
vection; h = q(M)-I

hb = boiling heat transfer coefficient in the
absence of forced convection (see equation
(4»

hf = forced convection' heat transfer coeffi
cient in the absence of boiling (calculated
by equation (5»

k = thermal conductivity
n = numerical constant (see equation (2»

N = Nusselt number: N = hDk- I

P = pressure
P = Prandtl number: P = cJ.Lk- I

q = heat flux (rate of heat transfer per unit
area)

q = boiling heat flux
qf = forced convection heat flux
R = Reynolds number: R = DVpJ.L- 1

tb = bulk temperature of liquid
tf = mean film temperature; tf = lf2(ts +

tb)

t" = surface temperature in the presence of

forced convection
ts.t = saturation temperature
tso = surface temperature in the absence of

forced convection
t::.t = temperature difference: t::.1 = (ts - Ib)

t::.to = temperature difference = (t.d) - Ib)

t::.tsub = subcooling: t::.tsub = (tsut - I/o)

t::.t sup = superheat: t::.tsup = (Is - Isutl
t::.tx = superheat: t x = (tso - t s.,)

T = time
V = velocity
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created, as described in what follows. First, an appropriate operating 
pressure and a bulk temperature were selected. Then, with a given 
test cylinder in place, a series of tests were made as in Test Series A 
recorded in Table 1. The series began and ended with identical runs. 
If the values of Af for the initial and final runs of a series differed by 
less than 2 percent, it was assumed that the condition of the surface 
and the quantity of dissolved air had not changed significantly during 
the series and that, in fact, a quasistatic condition relative to these 
variables had been achieved during the time in which the data for the 
series had been collected.2 Typically, a series had to be repeated three 
or four times before a quasistatic condition was reached and "final 
data" like those recorded in Table 1 were obtained. Five such 
quasistatic series, designated A, B, C, D, and E, were completed in this 
investigation, under the conditions listed in Table 1. In addition, 
certain other quasistatic test sequences were performed in order to 
demonstrate the effects of pressure, velocity, heat flux, and subcooling 
on bubble formation, as shown photographically in Figs. 3-5. To 
gather all these data, the apparatus was operated continuously 24 hr 
per day for approximately 12 days. 

Correlation of Results and Discussion 
An effort was made to correlate the experimental data obtained 

here for simultaneous boiling and forced convection heat transfer by 

2 Since the final run of each series was a repetition of the initial run, the final 
runs were not included in subsequent correlation calculations. 

Table 1 Experimental data for stainless steel cylinder 
(Test Series A): D = 1.143 x 10"2 m;p = 3.00 atm; 

4a t = 134.0°C; tb = 102.4 ± 0.2°C 

Run No . 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

9 ( W / m 2 ) 

3 3 5 6 0 0 
2 4 3 6 0 0 
1 6 5 9 0 0 
3 3 5 6 0 0 
2 4 3 6 0 0 
1 6 5 9 0 0 
3 3 5 6 0 0 
2 4 3 6 0 0 
1 6 5 9 0 0 
335600 
2 4 3 6 0 0 
1 6 5 9 0 0 
3 3 5 6 0 0 

V (m/s) 

0 .1213 
0 .1213 
0 .1213 
0 .0942 
0 .0942 
0 .0942 
0 .0610 
0 .0613 
0 .0610 
0 .0299 
0 .0299 
0.0299 
0 .1213 

*, (°C) 

160.9 
156 .9 
144.8 
162 .2 
157.5 
149.9 
162 .3 
160.0 
154 .6 
162.8 
160.0 
155.2 
161.4 

tb (°C) 

102.5 
102.6 
102 .5 
102.4 
102 .5 
102 .3 
102.4 
102.4 
102 .4 
102 .2 
102.2 
102 .2 
101 .9 

means of equation (1), but without success. However, equation (2) was 
found to provide an acceptable correlation, provided that the heat 
transfer coefficients contained therein are defined and calculated as 
follows: 

h = q(M)-1 

hb = 5(Ai 0) _ 1 

hf = NfkfD'1 

(3) 

(4) 

(5) 

where Nf is calculated from the forced convection formula presented 
in reference [4], namely, 

Nf = (0.255 + 0.699 fl/0-50)P/0 (6) 

In equation (6) the subscript/ implies that fluid properties are to be 
evaluated at the mean film temperature £/. The defining equation for 
hb, equation (4), contains the quantity Afn, which is the steady-state 
temperature difference that occurs at zero velocity corresponding to 
the heat flux q. This temperature difference could not be accurately 
determined by direct measurement in the water tunnel employed 
here, because for zero velocity (no flow in the tunnel) steady-state 
conditions could not be achieved in the tunnel's relatively small test 
section. Therefore, in order to obtain the required values of Afn, the 
measured steady-state values of At at progressively lower velocities 
were plotted as shown, by way of example, in Figs. 6 and 7 for test 
series A and B, and these data were extrapolated to zero velocity as 
per the curves indicated in the figures. Similar plots (not shown here) 
were made for test series C, D, and E. The values of Afo versus q for 
test series A, B, C, D, and E are listed in Table 2. It is believed that 
these extrapolations are valid, since it is apparent from the data that 
the influence of the crossflow velocity upon ts at velocities less than 
the lowest velocity at which measurements at A£ were actually made 
is small. 

All data points in Table 1, except those for which the superheat, 
Atsup, is less than 5.5°C (10°F), are plotted in Fig. 8 together with 
equation (2) with n = 5.5; this value for n was found to be the opti
mum value for correlation. The reason why data points for which A£8up 

< 5.5°C (10°F) were not plotted is that, for such low degrees of su
perheat, bubble formation is somewhat erratic and hence the asso
ciated heat transfer measurements are also somewhat erratic; how
ever, this behavior does not seriously affect the validity of the corre
lation equation represented by the curve in Fig. 8 since none of the 
experimental data points for which A£sup < 5.5°C (10°F) deviates 
from the curve by more than 7 percent. The maximum and mean 
deviation between the data points and equation (2) in Fig. 8, where 

Table 1 (cont'd) Experimental data for titanium cylinder: D = 1.188 x 10"2 m 

Run N o . 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

c7(W/m2) 

322700 
2 3 4 3 0 0 
1 5 9 5 0 0 
322700 
2 3 4 3 0 0 
1 5 9 5 0 0 
3 2 2 7 0 0 
2 3 4 3 0 0 
1 5 9 5 0 0 
322700 
2 3 4 3 0 0 
1 5 9 5 0 0 
322700 
2 3 4 3 0 0 
1 5 9 5 0 0 
3 2 2 7 0 0 

V (m/s) 

0 .1219 
0 .1219 
0 .1219 
0 .0976 
0 .0976 
0 .0976 
0 .0732 
0.0732 
0.0732 
0 .0488 
0 .0488 
0 .0488 
0 .0244 
0 .0244 
0 .0244 
0 .1219 

Test Series B 
p = 4 .00 a tm 
fsat = 144.1°C 

tb = 93.5 

ts CC) 

160.7 
152.2 
138 .9" 
162.0 
154.0 
142 .2" 
163 .2 
156.9 
146 .0" 
164 .1 
157.9 
149 .2" 
164 .8 
158.1 
150.4 
160.8 

, ± 1.0°C 

tb (°C) 

93.6 
93 .3 
93.8 
93.2 
93 .3 
93.2 
93.6 
93.2 
93.4 
92.4 
92.9 
93.8 
92.2 
92.4 
93.6 
94.7 

Test Series C 
p = 3.00 a tm 
fsat = 134.0°C 

tb = 82.1 

ts (°C) 

152 .2 
143.4 
130 .9" 
153.9 
146.4 
1 3 4 . 3 " 
155.8 
148.5 
136 .5" 
157.8 
151.7 
141.2 
158.2 
152 .3 
143 .3 
152.7 

. ± 0.4°C 

tb CC) 

81.9 
81.9 
81.7 
82 .5 
82 .4 
81.9 
82 .3 
8 2 . 1 
81.9 
82 .4 
82 .0 
81.9 
82.2 
82 .3 
82 .3 
82 .1 

Test Series D 
p = 2.00 a t m 

fsat = 120.7°C 
tb = 82 .1 ± 1.0°C 

ts CC) 

146 .8 
139 .2 
128 .2 
148 .3 
142.0 
132 .3 
150 .1 
143 .8 
134 .7 
150 .6 
144 .9 
137 .2 
151 .9 
146.6* 
138.9 
146 .9 

h CC) 

82.2 
81.9 
81.9 
82.7 
82.6 
82.2 
8 2 . 1 
82 .0 
82.1 
82.8 
82 .8 
82.8 
81.2 
81 .1 
81.2 
82 .3 

Test Series E 
p = 2.00 a tm 
fsat = 120.7°C 

tb = 71 .0 

ts CC) 

145.8 
136.6 
1 2 2 . 3 " 
148 .3 
139.9 
1 2 6 . 1 " 
150.4 
142.3 
130.9 
152.4 
145.3 
135.3 
153.0 
147.2 
139.1 
146.8 

± 0.9°C 

h CC) 
70.7 
70.8 
70.2 
70 .8 
70.6 
70.6 
71.7 
71.9 
71 .3 
71.8 
71.8 
71.6 
70 .3 
70 .4 
70,5 
71 .2 

"Afsup < 5.5° C (10 F)—tests not plotted in Fig. 8. 
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(il V = 0.0914 m/s

q = 165900 W/m2

lit = 47.8 deg C

(f) V = 0.0610 m/s

q = 165900 W/m2

lit = 51.9 deg C

(e) V = 0.0305 In/s

q = 165900 W/m2

/It = 52.7 deQ C

(b) v • 0.0305 m/s

q = 243600 'rI/m2

lit = 58. 1 d"o t.

(e) v = 0.0610 m/s

q = 243600 W/m2

lit = 58. 1 deg C

(h) V = 0.0914 m/s

q = 243600 W/m2

lit = 56.2 deg C

(a) V • 0.0305 m/s

q = 335600 'rI/m2

lit = 60.7 deg C

(d) V - 0.0610 m/s

q = 335600 'rI/m2

lit = 60.4 deg C

(j) V = 0.1219 m/s (k) V = 0.1219 m/s (1) V = 0.1219 lOis

q = 335600 W/m2 q = 243600 W/m2 Q= 165900 W/m2

lit = 58.4 deg C lit • 55.1 de9 C lit = 42.9 de9 C

Fig. 4 Effect of velocity and heat flux on bubble formation: stainless steel
cylinder, D = 1.143 X 10-2 m; p =3.00 atm; '..t = 134.0o C; tb = 102.4 ±
0.2°C

(g) V = 0.0914 m/s

q = 335600 W/m2

lit = 60.1 deg C

(f) p = 3.00 atm

q • 159500 '.11m2

tb • 100.6 deg C

t s ' 141.7 deg C

(e) p • 2.00 atm

q. 159500 W/m2

tb = 102.3 deg C

t s - 133.3 deg C

(e) p = 3.00 atm

Q- 234300 W/m2

tb - 100.7 deg C

t s - 149.2 deg C

(b) P = 2.00 atm

q - 234300 '.11m2

tb - 102.3 deg C

t s - 140.4 deg C

(d) P = 3.00 atm

Q - 322700 W/m2

tb = 101. 1 deg C

t s -153.1degC

(g) p - 4.00 atm (h) p - 4.00 atm (il P - 4.00 atm

q = 322700 W/m2 q = 234300 W/m2 q = 159500 W/m2

tb - 100.7 deg C tb - 100.9 deg C tb - 101.3 deg C

t s - 160.9 deg C t s - 154.4 deg C t s - 144.1 deg C

Fig. 3 Effect of pressure and heat flux on bubble Information: titanium cyl
Inder, D = 1.189 X 10-2 m: V =0.1219 m/s; 'b = 101.5 ± 0.8°C

'(a) p - 2.00 atm

q - 322700 W/m2

tb - 102.1 deg C

t s - 144.4 deg C

Fig.5 Effect of subcoollng on bubble formatlon: titanium cylinder, D = 1.189
X 10-2 m; p =3.00 atm; '..t =134.0oC; V =0.1219 m/s; Ii =322700 W/m'

the deviation is expressed as a percentage of the experimentally
measured value, are 4.7 and 1.3 percent, respectively. This level of
agreement between the data and the equation is considered to be
sufficient to warrant the contention that the said correlation equation
is acceptable.

The photographs in Figs. 3-5 demonstrate that the number of
nucleation sites on a heated cylinder in the presence of simultaneous
boiling and forced crossflow decreases with an increase in pressure,
crossflow velocity, and degree of subcooling. The photographs also
show that the distribution of nucleation sites is not, in general, uni
form: the forward stagnation line and the rear half of the cylinder are
regions where the density of nucleation sites are highest. A comparison
of Fig. 3(d) and Fig. 4(j) reveals an important aspect of the physical
processes involved in this study. The values of p, V, tb, and q are
substantially the same for both these photographs, and yet the
number of nucleation sites and the size of the bubbles generated at
the sites are very different in the two cases. The reason for this dif
ference is, of course, that the cylinders shown in these two photo
graphs are made of different materials (titanium versus stainless
steel), and also that the aging and roughness of the cylinder surfaces
are different. Titanium is extremely resistant to corrosion, whereas
stainless steel (type 304) is less so; as a consequence, the titanium
surface in Fig. 3 remained unaffected throughout the boiling tests,
whereas the stainless steel surface in Fig. 4 developed microscopic pits.
Side lighting was used in making the photographs exhibited here.
Such lighting is capable of revealing minute flaws in a polished sur
face, and in the present instance it reveals the pits in the stainless steel
surface in Fig. 4 in the form of a gray haze on the rear portion of the
cylinder. These pits are so small as to be hardly visible to the naked
eye, for when the cylinder was removed from the apparatus at the
conclusion of the testing program its surface polish, under normal
lighting conditions, appeal'ed to be substantially the same as in the
pristine condition (mirror finish). These observations substantiate
the statement made earlier that boiling depends to a large extent upon
the kind and condition of a heat transfer surface.

The correlation procedure described previously utilizes a pool
boiling heat transfer coefficient hb whose definition, per equation (4),

,

.~:;> .::........
'r;·.'i/.1• .,. .'. ~ .' .

-. "-'

I

~~ 4 .7':':~.: '.

,. ..

. ~:.,~, t.:...
,

(a)

tb 101.6 deg C
t s 163.2 deg C

(b)

t b 93.4 deg C
t s 164.9 deg C

(c)

tb 81.3 deg C
t s 161.3 deg C

(d)

tb 71.9 deg C
t s 159.5 deg C
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Table 2 Af0 versus q for Test Series A, B, C, D, and E 

Test series 

A 

B 

C 

D 

E 

g(W/m2) 

335600 
243600 
165900 

322700 
234300 
159500 

322700 
234260 
159500 

322700 
234260 
159500 

322700 
234260 
159500 

At0 (°C) 

60.6 
57.8 
53.0 

71.8 
65.3 
57.8 

76.4 
70.3 
61.9 

70.1 
64.7 
57.2 

82.1 
76.4 
69.7 

20 

p= 400 aim 
t.oi= 1441 degC 
tb = 93-2 ±1-0 dogC 

_L. _1_ 
0.02 0.06 0.08 

V(m/ . ) 
0.12 

Fig. 7 Plot of experimental data for Test Series B 

is based upon A£0 rather than upon Atx, as is more frequently en
countered in the boiling literature. The justification for this deviation 
from usual practice is as follows: It is usually assumed that the rate 
of heat transfer from a surface to a liquid in the presence of nucleate 
pool boiling depends upon the degree of superheat Atx, but does not 
depend appreciably upon the degree of subcooling Atsub. But this 
conclusion is not generally correct, as has been demonstrated by Pand 
and Keswani [5], who performed a series of pool boiling experiments 
with various degrees of subcooling. These experiments were per
formed with a stainless steel heated cylinder (dia = 1.157 X 10 - 2 m) 
submerged in a tank of water open to the atmosphere, so tjiat the 
saturation temperature was constant for all tests. The curves in Fig. 
9 show the influence of subcooling on q at constant Atx as determined 
in [5]: the variation in q at constant Atx is as much as 100 percent. It 
was decided that variations of this magnitude would not be disre
garded in the correlation of the data acquired in the present investi
gation. Accordingly, a definition for hb based on A£o was adopted, per 
equation (4), which is dependent on both Atx and A£sub, since Ato = 

Atx + Atgub. The relatively high level of agreement between equation 
(2) with n = 5.5 and the experimental data gathered under the diverse 
condition of the present investigation, particularly for various degrees 
of subcooling, justifies the definition of hb adopted here for correlation 
purposes. 

An effort was made to correlate the pool boiling (zero velocity) data 
gathered in this investigation, but this effort was not successful. 
Therefore, the present authors conclude, in agreement with Gebhart 
[6] and Bennett and Myers [7], that pool boiling is not sufficiently well 
understood at the present time to be predictable with reasonable 
accuracy. Hence, in order to design a "crossflow-plus-boiling" cylin-

1 1 

-
Test Series A 

p= 3 00 arm 
r,or = 1340 degC 
lb=102 4±02degC 

1 1 

1 1 1 

5 = 335600 W/m2 

q = 2 4 3 6 0 0 W / m 2 ~ -

q = 165900 W/m2 ^ " ~ - ~ ^ 

1 1 1 

1 

—"^-S. 

1 
0.02 0.04 0.10 0.06 0.08 

V (m/s) 

Fig. 6 Plot of experimental data for Test Series A 

drical heater of the kind studied here, one would first need to perform 
a series of experimental zero-velocity (pool boiling) tests; then, based 
on these zero-velocity experimental data, equation (2) with n = 5.5 
could be used to predict the performance of the heater in crossflow. 

Conclusion 
The experiments described herein on simultaneous boiling and 

force convection heat transfer from a horizontal cylinder to water were 
performed under conditions wherein all of the following primary 
quantities were varied: heat flux, crossflow velocity, pressure, sub
cooling, and surface material. It was found that equation (2) with n 
= 5.5 correlates all the data satisfactorily, provided that the heat 
transfer coefficients contained therein are defined as per equations 
(3)-(5). This is a useful result, because equation (2) permits one to 
predict the performance of a cylindrical heater in the presence of 

2 0 -

1 1 

Equation 2—-,^^ jf 

i » i 

- • ' 

T e i l 
Series 

A 
B 
C 
D 
E 

s y m b o , 

• 

1 

-

1 
10 20 30 

h b / h , 

Fig. 8 Graphical comparison of equation (2) (n = 5.5) with experimental 
data 
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0 20 40 60 80 100 
Degree of subcooling, T ! a h -T t (deg F) 

Fig. 9 Heat flux versus degree of subcooling for constant surface temperature 
[5] 

crossflow and boiling, provided only that its performance in the ab
sence of crossflow (pool boiling) is known. It is relevant to mention 
here that Bergles and Rohsenow [8] have proposed an approximate 
forced-convection surface-boiling correlation equation for pipe flow 
in which the quantity q is a function of q/ and two other quantities 
called, respectively, the "fully developed boiling heat flux" and the 
"fully developed boiling heat flux at incipient boiling." The Ber-
gles-Rohsenow approach was not employed in the present study be
cause the two fully developed fluxes contained therein are difficult 
to determine with precision and because these difficulties are entirely 
avoided by using the correlation technique adopted herein, per 
equation (2). 

The maximum crossflow velocity employed in these experiments 
is a modest 0.122 m/s. At first glance it might appear that this con
stitutes a serious limitation on the applicability of the correlation 
presented herein. However, such is not the case, because the range 
of applicability of the correlation is more properly defined by the 
range of the ratio hb/hf than by the velocity. In this study the exper
imental value of hb/hf varied from 1 to 3. The correlation is expected 

to hold for hb/hf > 3 because equation (2) predicts that h approaches 
hb with increasing hb/hf, and this behavior conforms with observed 
fact. The correlation is also expected to hold for hb/hf < 1 because 
equation (2) predicts that h approaches hf with decreasing hb/hf and, 
again, this behavior conforms with observed fact. 

Efforts were made to reconcile the zero-velocity boiling data ob
tained here with the predictions of standard, published pool-boiling 
correlation equations, but without success. For this and related rea
sons the present authors have concluded that Gebhart's [6] and 
Bennett and Myers' [7] evaluations of these pool-boiling correlation 
equations are justified, namely, that they are not reliable. Therefore, 
in order to design a "crossflow-plus-boiling" cylindrical heater of the 
kind studied here, one would first need to perform a series of zero-
velocity (pool boiling) tests; then, based on this zero-velocity exper
imental data, equation (2) with n = 5.5 could be used to predict the 
performance of the heater in the presence of crossflow. In effect, 
equation (2) eliminates the need to perform experiments in the 
presence of crossflow to ascertain the performance of a "crossflow-
plus-boiling" cylindrical heater—this represents a major saving of 
time and effort with respect to the design and selection of such 
heaters. 
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Active Sites in Boiling 
•Huff 

Effects of cavity size, shape, and their population on nucleation characteristics of a sur
face were investigated. A theoretical model has been developed for the stability of a cylin
drical cavity in boiling considering the wetting characteristics of the fluid and the tran
sient inertial, viscous, and heat transfer effects. For cavities having small depth/diameter 
ratio and boiling with organics (low contact angle) the model predicts higher superheats 
than those predicted by the static equilibrium criterion, and as depth/diameter ratio be
comes large, the static criterion successfully predicts the required superheat. The predic
tions of the model are consistent with the experimental observations made on the natural 
and artificial cavities made by laser. A qualitative theoretical approach has been present
ed to predict the population of active sites at different superheats for a given fluid and 
surface. 

Introduction 

Attempts have been made in the past to relate the active site density 
in boiling on a given surface to the cavity size distribution of the 
surface. The present study considers the effect of different fluids on 
the population of active sites in boiling. A successful prediction of the 
number of active sites in boiling requires an understanding of the 
nucleation phenomenon. Theoretical models for the prediction of 
initiation of boiling and the size range of active sites have been made 
[1, 2, 3, 4].1 None of these theories has successfully predicted the ex
perimental data for artificial cavities boiling with different fluids like 
water and organics, as observed in reference [4, 5]. Griffith and Wallis 
[1], in their analysis based on the static equilibrium of a hemispherical 
vapor nucleus (without any noncondensibles present), proposed the 
following criteria for nucleation, 

fio : 2<rT8, ,tVfg 
(1) 

HfsAT 

The analysis of bubble incipience criteria by Hsu [2] and Han and 
Griffith [3] considered the effect of temperature gradient in liquid 
near the surface and for a saturated liquid boiling over a surface with 
a constant superheat AT, they obtained the following relations be
tween the active cavity size and fluid properties, Hsu [2]: 

( t f o ) m a x , m i n - 2 c i L l ± ( l - ^ A T J j 

Han and Griffith [3]: 

3 L V HfePu5AT/ J 
(flo) max, mm ' 

(2) 

(3) 

1 Numbers in brackets designate References at end of paper! 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 4,1976. Paper No. 76-HT-JJJ. 

Bankoff [6] first considered the effect of liquid motion into the 
cavity and the transient heat transfer effects for predicting the su
perheat required for ebullition. Neglecting the radical heat flux from 
cavity walls and inertial effects, Bankoff modeled the problem as 
viscous controlled capillary penetration due to vapor condensation. 
Later Marto and Rohsenow [7] and Shai and Rohsenow [8] considered 
the problem of cavity stability in boiling with liquid metals, and in 
their study they realized the significance of cavity depth in deter
mining the superheat of nucleation. J. J. Lorenz [9] modeled the 
boiling sites as conical cavities and concluded that dynamic effects 
are not important in determining the nucleation superheat for a 
conical configuration. In the present study, the stability of a single 
isolated cavity in boiling with different fluids (water and organics like 
ethanol, methanol) has been studied both theoretically and experi
mentally to determine the effective parameters involved. A qualitative 
theoretical approach has been presented to predict the population 
of active sites for known values of these parameters. 

Theoretical Model 
The theoretical model to predict the superheat required for stable 

boiling from an isolated cylindrical cavity in boiling has been de
scribed in the following. 

Entrapment of Vapor in the Cavity. During the growth of a 
bubble at superheated surface, heat is transferred to the liquid layer 
adjacent to the surface primarily through conduction which super
heats the liquid layer and causes evaporation. Due to evaporation, a 
thermodynamic equilibrium is expected to exist between the vapor 
and liquid in the immediate vicinity of the cavity. As the bubble grows 
and detaches, liquid in the immediate vicinity of cavity moves toward 
the cavity mouth due to inertial effects caused by the detaching 
bubble. Due to the thermodynamic equilibrium between liquid and 
vapor condensation effects are expected to be small during the en
trapment process. At the end of entrapment, vapor is compressed due 
to inertia effects of the liquid resulting in condensation at the inter
face. The vapor entrapment model used in the present analysis is 
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Fig. 1 Sketch of the postulated vapor trapping mechanism for a cylindrical 
cavity 

based on Bankoff s model [10], as shown in Fig. 1. Clearly, the volume 
of the trapped vapor depends upon the cavity radius RQ, depth D, and 
advancing contact angle 6. From the available data, references [9-11], 
values of & in the range of 40-50 deg (on copper surface) have been 
considered for water and 8-15 deg for ethanol and methanol. It is 
apparent that, because of the smaller 0, organics penetrate deeper into 
the cavity and thus entrap less volume of vapor as compared to 
water. 

At the completion of the entrapment process, the liquid vapor in
terface is assumed to take a hemispherical shape, the initial radius 
of curvature being given by: 

Po = -
RQ 

(4) 

Analysis for the Motion of Liquid-Vapor Interface. A sta
tionary one-dimensional coordinate system, with origin at the initial 
position of the interface has been selected. Z represents the position 
of the interface at time t, as shown in Fig. 1(6). The system forces 
acting on the control volume include shear at cavity walls, pressure 
force at the vapor-liquid interface, and the inertia force due to the 
liquid motion inside the cavity. The pressure inside the cavity is de
termined by the net effect of condensation or evaporation and com
pression or expansion of the vapor due to interface motion (ideal gas 
law has been assumed for vapor). The amount of condensation or 
evaporation depends upon the net heat flux in the axial direction at 
the liquid-vapor interface. A one-dimensional analysis has been 
performed to evaluate the axial heat flux. The effect of heat transfer 
to the liquid from cavity walls is estimated to be small and has been 
approximated by a uniformly distributed heat source within the liq
uid. Convection effects have been neglected. Governing equations for 
motion have been derived in reference [14]. In the following section 
the experimental results are described and compared with the pre
dictions of the theoretical model. 

In order to study the relative behavior of water and organics, two 
kinds of experiments were carried out—boiling experiments and gas 
diffusion experiments. Details of these experiments have been pre
sented in reference [12]. Six artificial cavities of arbitrary shape and 
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Fig. 2 Results of gas diffusion and boiling experiments for single artificial 
cavities 

size were made on the surface of a copper test section hitting the 
surface with a sharp-pointed object. The fluids were boiled at high 
heat flux for about 1 hr to remove the dissolved gas before the data 
were taken. For individual cavities, the surface superheat, ATW, at 
which the bubble production ceased, was recored with each of fluids. 
The equilibrium radius of nucleation for the individual cavity was 
obtained using equation (1), e.g., 

2ffT'sat"fe 
Peff = (5) 

HfgATw 

In the gas diffusion experiments, the test surface is immersed in 
a supersaturated solution of air in the test fluid. As the dissolved gas 
diffuses out of the liquid it nucleates at the cavities on the test surface. 
Due to slower rates of gas diffusion through the liquid, the nucleation 
process is slow and hence, the dynamic effects in the gas diffusion 
system can be assumed to be negligible as compared to that in boiling. 
The equilibrium radius of nucleation is obtained by: 

2<r 
Peff : 

Pu + PS ~ Pt 
(6) 

Experimental results have been plotted in Fig. 2 for the six artificial 
cavities. All cavities were found to be active in gas diffusion, but some 
of the cavities were not seen to be active in the isolated bubble region 
in boiling at low heat fluxes, where each of the active cavities could 
be identified easily without interference from the neighborhood sites. 
As seen in Fig. 2, the observed p6ff is 40 percent smaller in boiling than 
gas diffusion, possibly due to the dynamic effects. pea in boiling with 

.Nomenclature 

D = cavity depth 
Hfg = latent heat of evaporation 
N/A = number of active sites per unit area 
P = pressure 
R0 = cavity radius, critical radius of nuclea

tion for a cylindrical cavity 
T = temperature 
AT = superheat 
Vo = penetration velocity of liquid 
v = volume of vapor 

VfS = specific volume change of evaporation 
Wg = mass of vapor 
z = distance coordinate for penetration 
5 = thermal layer thickness 
p = radius of curvature of liquid vapor in

terface 
Pc = density of liquid 
a = surface tension 
ix = viscosity of liquid 

0 = contact angle 

Subscripts 

g = gas 
i = interface 
C = liquid 
0 = initial condition 
s, sat = saturated condition 
v, vap = vapor 
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Fig. 3 Effect of fluid on cavity stability—relative behavior of water and 
ethanol with a cylindrical cavity in boiling 

ethanol is seen to be much smaller (2-10 times) than pel( with water. 
The observed relative behavior of water and ethanol can be explained 
qualitatively by the theoretical model described earlier, as discussed 
in the following. 

Results of Theoretical Model 
In the following, results of the theoretical model are presented for 

a cylindrical cavity of a typical size, and the effects of varying RQ and 
D are discussed separately. 

It is to be noted (Fig. 1 in reference [5]) that predictions of equations 
(l)-(3) merge together as cavity radius decreases. Therefore for a 
cavity radius as small as 1 X 10~4 in., the superheat predicted by the 
equations (l)-(3) will approximately be equal and is referred to as 
(AT)2ff/rt0 in the present work, e.g., 

\A1 ) M R o - —-—— (7) 
HfgKo 

AT,,,0 has been defined as the ratio of the actual value of AT,„ that is 
imposed on cavity walls during activation, to the static equilibrium 
superheat (AT)2„/R0. Since Peff is inversely proportional to ATW, 
equation (5), ATm° also represents the ratio of the static equilibrium 
radius of nucleation, Ro and Peff, e.g., 

AT ° = -
L\l w — 

ATU, Rn 
(8) 

(AT)2„/fl„ Peff 

Fig. 3 shows the relative behavior of water and ethanol in boiling 
form a cylindrical cavity, as obtained from the numerical solution of 
the theoretical model. The ordinate in Fig. 3 represents penetration 
of the liquid into the cavity. Initially at t = 0, z is zero and as the liquid 
interface moves into the cavity, percent penetration increases and 
becomes complete (100 percent) when the interface reaches the cavity 

bottom; at this instant the cavity is assumed to be deactivated from 
boiling. This happens with ethanol, Fig. 3, when AT,„° = 2.5. As ATW° 
is increased to 3, evaporation starts and the liquid interface recedes 
back before penetration is 100 percent. For water the required su
perheat ratio ATW° is slightly less than 1, In other words, using 
equation (8), it could be concluded that the predicted peff for ethanol 
is more than 2.5-3 times smaller than that for water, a trend similar 
to that observed in the boiling experiments, Fig. 2. For the above 
calculation, 6 for water and ethanol was taken to be 45 and 10 deg, 
respectively, and Vo, initial penetration velocity, was taken equal to 
zero. 

Parametric Effects in the Theoretical Model 
The effects of varying different parameters on the required su

perheat for stable boiling and the sensitivity of theoretical results to 
their magnitudes are discussed in the following in order of their im
portance. 

Effect of Contact Angle. For a smaller contact angle, liquid pene
trates deeper into the cavity and the amount of trapped vapor is small. 
The heat transferred to the liquid due to complete condensation of 
this small amount of vapor may not be enough to raise the liquid 
temperature to a level so that evaporation could start and the cavity 
may thus be deactivated. Fig. 4 shows the effect of contact angle on 
the required superheat for stable boiling for methanol. When 8 is large 
(0 > 12 deg), a wall superheat ATW equal to (AT)2„/H 0 is enough for 
cavity stability. As 8 is decreased, higher AT,„ is required, the liquid 
penetration being complete when 8 is reduced to 4 deg and sufficiently 
large superheats may be required for nucleation. Activation of com
pletely flooded cavities has not been considered in this paper. The 
cavity stability is not much affected when 8 for water is changed by 
small amounts (Ad ~ ±5 deg) from its base value, 6 ~ 45 deg. 

Effect of Initial Liquid Velocity. An increase in the initial liquid 
penetration velocity decreases cavity stability because of greater 
penetration caused not only by enhanced inertial effects but also due 
to the additional condensation caused by internal compression which 
tends to increase the vapor pressure and the corresponding interface 
temperature. Thus, higher superheats are required for greater initial 
liquid velocities, the effect being more pronounced for methanol than 
water, as demonstrated in Fig. 5. Initial liquid penetration velocities 
of about 5-20 in./s were measured for water boiling on glass cavities 
in reference [13]. No data for liquid velocity is available for ethanol 
and methanol. As is evident, liquid velocity is a dependent parameter 
and it would be difficult to verify its effects experimentally. 

Effect of Cavity Size, Mouth Radius Ro and Depth D. For a given 
mouth radius RQ, as depth decreases, comparatively less amount of 
vapor is trapped and the stability of the cavity also decreases, resulting 
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Fig. 5 Effect of cavity depth and velocity on superheat required for stable 
boiling 
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in higher values of required superheats. The effect of varying cavity 
depth for fixed Ro and different values of Va is plotted in Fig. 5. For 
large depths, the required superheat ratio b.T w 0 is approximately 1, 
both for water and methanol, i.e., the required superheat is equal to 
that predicted by the static equilibrium criteria. As depth decreases, 
the required superheat increases almost exponentially, the rate of 
increase being much more severe at higher initial velocities. For a 
given Ro and IJ, the penetration is complete when depth attains a 
certain minimum value, as denoted by (*) in Fig. 5, and substantia,lly 
higher superheats may be required for stable nucleation to occur. The 
effect of varying the cavity size (Ro and D) on the required nucleation 
superheat for methanol is shown in Fig. 6. The curve (b.T)2(J/Ro versus 
Ro in Fig. 6 is based on equation (7), which represents the criterion 
of nucleation outside the cavity. The branched curves 1-4 shown in 
Fig. 6 are obtained from computer solution of the transient theoretical 
model for the motion of the meniscus within the cavity, reference [14]. 
For water, the required superheat is closely predicted by equation (7) 
when depth/diameter ratio is of the order of unity or greater, as seen 
in Fig. 5. 

Boiling Data With Laser Cavities and Comparison 
With Analytical Results 

In order to investigate the effect of cavity size Ro and D, boiling 
experiments were carried out on deep artificial cavities made by laser 
drilling technique. 

Boiling data for some individual laser cavities have been plotted 
in Fig. 7. The observed (Peff) water to (Peff) methanol ratio varies from 
1.3 to 2.1 for these cavities and is much smaller than the same observed 
for natural cavities, reference [9], where it varied from 2 to 6. Most 
of the natural cavities existing on·the ordinary surface have their 
depth/diameter ratio of about 1 and thus are not good vapor traps for 
wetting fluids like methanol requiring b. Two> 1. For the same reason, 
smaller Peff is observed for such cavities on ordinary surfaces during 
boiling with organics. The artificial laser cavities, on the other hand, 
have larger depth/diameter ratio; hence require lower superheats for 
methanol. The mouth radius Ro of the laser cavities was observed with 
a microscope and its minimum value, plotted in Fig. 7, agrees well with 
the observed Peff for water for most cavities, suggesting that static 
criteria predict the critical nucleation size for water. 

Fig. 8 shows the observed effect of laser cavities on the total pop
ulation of active sites in boiling with methanol and water on the same 
surface. N / A versus Peff characteristics, indicated by dashed lines and 
obtained from similar boiling experiments on an ordinary O.3f.l(rms) 
polished surface have been included in Fig. 8 for comparison. It could 
be seen that for the same active site population of methanol, higher 
PelT (as high as six times), e.g., lower superheat, is required with laser 
drilled surface than the ordinary surface without laser cavities. It is 
apparent that nucleation characteristics could be greatly enhanced 
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by drilling deep laser cavities on the surface for boiling organic 
fluids. 

Theoretical Approach to Determine Size Range of 
Active Sites 

A qualitative conceptual approach, based on the theoretical model, 
to predict the size range of active sites has been discussed in the fol
lowing. 
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Fig. 9 Regions of inactive and active sites, governed by three different cri
teria, at superheat A r , and given contact angle 

static equilibrium criterion. However, some of these cavities will not 
be active due to dynamic effects. Regions of active nucleation sites 
at superheats AT\ and AT2, shown in Fig. 10, have been shown as 
shaded areas in planes AT\ and AT2 in Fig. 11. The region of dynamic 
effects is enclosed by surfaces iQn6 2i; iQn6 P5i, and a twisted curved 
surface whose intersecting curves with planes AT\ and ATz are FACD 
and UK, respectively. Thus, regions FACDNF and IJKQI represent 
those cavities which are inactive due to dynamic effects, as described 
earlier in Figs. 9 and 10. The region of dynamic effects becomes nar
rower as ATW is increased in Fig. 11, and the region of active sites 
grows in size, entrapping cavities of smaller sizes. 

Summary and Conclusions 
A theoretical model to determine the required superheat for stable 

boiling from a cavity has been developed considering the liquid pen
etration, the effects of transient heat flux and the inertial and viscous 
effects of liquid moving inside the cavity. Cavity radius and depth, 
contact angle of the fluid, and the initial penetration velocity of the 
fluid are important parameters determining the stability of cavity in 
boiling. 

The observed relative behavior of water and organics (ethanol and 
methanol) has been explained qualitatively by the theoretical model. 
Boiling data taken on deep laser drilled cavities verifies the predic
tions of the model that for such cavities, the required superheat is 
determined by the static equilibrium criterion, both for water and 
organics. A qualitative conceptual approach, based on the theoretical 
model, has been presented to predict the size range of active sites at 
different values of superheat. 

Fig. 10 
angle 8 

Size range of active sites at a given superheat AT"-, and contact 

Let us assume that a surface contains cavities with a continuous 
size distribution of Ro and D, the minimum values being zero. For a 
certain boiling fluid (contact angle 8), there is a relationship between 
Ro and D for which the initial penetration of liquid is complete, i.e., 
just after the completion of the entrapment process, the interface 
touches the cavity bottom. This could be defined as the limiting vapor 
entrapment criterion and represented as the curve O'G on the R0 — 
D plot shown in Fig. 9. All cavities having sizes corresponding to the 
Region below the curve O'G do not entrap sufficient amount of vapor 
to be potential nucleation sites and consequently, are inactive. The 
limiting vapor entrapment criterion, represented by curve O'G, de
pends only upon the value of 8. For smaller values of 8, curve O'G 
moves up and Region 1 expands.-

For a given superheat ATi, there is a critical radius of nucleation, 
Ri, as determined by the static equilibrium criterion (equation (1), 
for example), such that all cavities having Ro<Ri will be inactive as 
depicted by the Region 2 in Fig. 9. As superheat is increased, Ri gets' 
smaller and Region 2 contracts. 

Region 3 represents those cavities which satisfy the limiting vapor 
entrapment criterion and the static equilibrium criterion but are in
active due to dynamic effects. The boundary FACDE of Region 3 
could be derived implicitly from the theoretical model or from Fig. 
6. Points F, A, C, D, and E in Fig. 9 correspond qualitatively to the 
same in Fig. 6. The effect of increasing the superheat to AT2 has been 
shown in Fig. 10, the Region 4 of active sites increasing in size at higher 
superheats. The effect of superheat on the size range of active cavities 
for a given surface fluid combination has been summarized in the 
three-dimensional plot of Fig. 11. The vertical surface 01230 repre
sents the limiting vapor entrapment criterion; cavities belonging to 
the region between the vertical plane Ro = 0 and the surface 01230 
will be good vapor traps and potential nucleation sites. Surface 45674 
represents the (AT)2a/Ro surface and all cavities in the region above 
this surface satisfy the static equilibrium criterion, i.e., ATW > 
(AT)2„/R0. Surface 45674 intersects the surface 01230 along the curve 
iQN6. Thus, all cavities in the region enclosed by these two surfaces 
and to the right of curve iQN6 entrap sufficient vapor and satisfy the Fig. 11 Size range of active sites versus superheat, a three-dimensional 

presentation 
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Two-Dimensional Analysis of 
Conduction-Controlled Rewetting 
With Precursory Cooling 
This paper presents a two-dimensional analysis of the effect of precursory cooling on con
duction-controlled rewetting of a vertical surface, whose initial temperature is higher 
than the sputtering temperature. Precursory cooling refers to the cooling caused by the 
droplet-vapor mixture in the region immediately ahead of the wet front, and is described 
mathematically by two dimensionless constants which characterize its magnitude and 
the region of influence. The physical model developed to account for precursory cooling 
consists of an infinitely extended vertical surface with the dry region ahead of the wet 
front characterized by an exponentially decaying heat flux and the wet region behind the 
moving film-front associated with a constant heat transfer coefficient. Apart from the two 
dimensionless constants describing the extent of precursory cooling, the physical problem 
is characterized by three dimensionless groups: the Peclet number or the dimensionless 
wetting velocity, the Biot number and a dimensionless temperature. Limiting solutions 
for large and small Peclet numbers have been obtained utilizing the Wiener-Hopf tech
nique coupled with appropriate kernel substitutions. A semiempirical matching relation 
is then devised for the entire range of Peclet numbers. Existing experimental data with 
variable flow rates at atmospheric pressure are very closely correlated by the present 
model. Finally a comparison is drawn between the one-dimensional limit of the present 
analysis and the corresponding one-dimensional solution obtained by treating the dry 
region ahead of the wet front characterized by an exponentially decaying heat transfer 
coefficient. 

Introduction 

Surface rewetting refers to the establishing of liquid contact with 
a solid surface whose initial temperature is higher than the sputtering 
temperature, the temperature up to which the surface may wet. Due 
to its application to the emergency core cooling of water reactors in 
the event of postulated loss-of-coolant accidents, the problem of 
surface rewetting has gained much attention in recent years. For 
conduction-controlled rewetting, the one-dimensional conduction 
model has been quite successful in correlating the experimental data 
at low coolant flow rates [1-3].x In an attempt to correlate the ex
perimental data at high coolant flow rates, several two-dimensional 
analyses and numerical calculations have appeared recently in the 
literature [4-8]. These studies show only partial success in correlating 
the experimental data at high flow rates. This is due to the fact that 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 15,1975. Paper No. 76-HT-WW. 

the effect of the mass flow rate has not been explicitly accounted for 
and the commonly employed assumption of treating the dry region 
as adiabatic no longer holds at high coolant flow rates because of the 
strong influence of the droplet-vapor mixture in the vicinity of the 
wet front. 

Existing studies on the effect of precursory cooling include the 
one-dimensional work of Sun, Dix and Tien [9] and Chun and Chon 
[10], and a two-dimensional analysis by Edwards and Mather [11]. 
The former is not applicable to situations where both the Biot number 
and the Peclet number are large and two-dimensional effects can not 
be ignored. The latter study considers exponentially decaying heat 
fluxes on both upstream and downstream of the wet-front and, 
thereby, completely decouples the heat transfer inside the solid from 
outside. Although the study by Edwards and Mather does demon
strate an increase in the wet front velocity due to precursory cooling, 
it does not depict a clear picture of the role of mass flow rate in the 
rewetting phenomenon as no quantitative relationship is drawn here 
between the mass flow rate and the extent of precursory cooling it 
causes. No attempts were made in their work to correlate the exper
imental data at varying flow rates. The mathematical solution ob
tained in this work is implicit and in the form of an infinite series, and 
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SPUTTERING 

(o) MECHANISM OF 

PRECURSORY COOLING 

(b) PRESENT MODEL 

Fig. 1 Falling-film rewetting of a slab and the present model with precursory 
cooling ahead of the wet front 

such a solution, besides being inconvenient in application, charac
teristically masks the functional dependence of rewetting rate on 
different parameters. 

It is the purpose of the present study to quantitate the effect of mass 
flow rate in determining the extent of precursory cooling which, in 
turn, governs the wet front velocity. Asymptotic solutions for small 
and large Peclet numbers, obtained by applying the Wiener-Hopf 
technique coupled with the kernel-substitution method [4, 12], are 
simple in functional form, readily calculable and in close agreement 
with the available experimental data. A semiempirical matching 
relation has been established to cover the entire range of Peclet 
numbers. 

Analysis 
Physical Model. The physical model under consideration is an 

infinitely extended vertical slab with the liquid coolant supplied from 
above as shown in Fig. 1. When the liquid film progresses downward 
on a vertical hot surface, the surface is first cooled down from its initial 
wall temperature, Tw, to rewetting temperature, To, at which the 
surface begins to wet. Behind the wet front, the surface temperature 

drops sharply to the saturation temperature, Ts. To simplify the heat 
transfer characteristics outside the slab, it is a common practice to 
assume the region behind the wet front (x > 0) associated with a 
constant heat transfer coefficient, h [1, 2, 4, 6-8]. This assumption 
is retained in the present model. 

The mechanism of precursory cooling in the region ahead of the wet 
front (x < 0) is rather complex. At large flow rates, part of the coolant 
is sputtered away as droplets which bounce between surfaces, causing 
precooling of the dry surface ahead of the wet front. Apart from the 
precooling caused by the direct impingement of small water-droplets 
on the hot surface ahead of the wet front, the precursory cooling also 
occurs as a result of convection and radiation from the wall to the 
surrounding droplet-vapor mixture. The net effect of this complex 
mechanism of heat transfer in the region ahead of the wet front can 
be conveniently characterized by an exponentially decaying heat 
transfer coefficient [9] or by an exponentially decaying heat flux [11]. 
If the precursory cooling is characterized by an exponentially decaying 
heat transfer coefficient, it would, then, be necessary to know the 
variation of the ambient temperature of the droplet-vapor mixture, 
Ta, with increasing distance from the wet front in order to calculate 
the wall heat flux. As such information is not easily obtainable in a 
real situation, the present model characterizes the precursory cooling 
ahead of the wet front by an exponentially decaying heat flux. Similar 
to the model advanced previously [9], the magnitude of the precursory 
cooling is measured by a dimensionless constant, N, which represents 
as shown in Fig. 1 a fractional drop in the heat flux within an infini-
tesimally small distance ahead of the wet front. The value of N de
pends on the coolant mass flow rate. For increasing flow rates, the 
precursory cooling is enhanced resulting in a smaller N. 

In their one-dimensional analysis of precursory cooling, Sun, Dix, 
and Tien [9] characterized the region ahead of the wet front by an 
exponentially decaying heat transfer coefficient, assuming, however, 
the ambient temperature of the droplet-vapor mixture, Ta, to be 
constant and equal to the saturation temperature, Ts. For large values 
of Si (high initial dry wall temperatures), their analysis predicted 
higher values of the Peclet numbers compared to the experimental 
data of Yamanouchi [2] and Duffey and Porthouse [13]. In Fig. 2 is 
shown the comparison between their one-dimensional solution and 
the corresponding one-dimensional solution obtained by considering 
an exponentially decaying heat flux in the region ahead of the wet 
front. The comparison is drawn for different values of the Biot 
number, B, and for different magnitudes of precursory cooling as 
measured by JV, the function representing the exponential decay being 
exp (0.05£) in either case [9,13]. As seen from Fig. 2, the model with 
an exponentially varying heat flux in the region ahead of the wet front 
significantly lowers down the prediction curves in the range of large 
0i, indicating a trend in closer agreement with the experimental data 
[2, 9, 13]. The detailed comparison of the present model with the 

^ N o m e n c l a t u r e -

a = exponential power, Fig. 1 
A = constant, equation (11) 
Ai = dimensionless quantity, 3B/(B + 3) 
b = dimensionless exponent, a& 
6i = dimensionless exponent, 2aS/P 
B = Biot number, hS/k 
c = specific heat of solid 
D = constant, B/P 
h = heat transfer coefficient 
i = (-1)1 / 2 

k = thermal conductivity of solid 
n = arbitrary constant in matching func

tion 
N = constant 
P = Peclet number, pcub/k 
Qo = heat flux at the wet-front, h(T0-Ts) 
Qo' — constant, equation (36) 

t = time 
T = temperature 
Ta = ambient temperature of droplet-vapor 

mixture 
To = rewetting or sputtering temperature 
Ts = saturation temperature 
Tw = initial dry wall temperature 
u = wetting front velocity 
x = axial coordinate, Fig. 1 
x = dimensionless axial coordinate, xlb 
y = transverse coordinate, Fig. 1 
y = dimensionless transverse coordinate, ylh 
Y = constant, equation (26) 
Z = constant, equation (43) 
a = transformation variable, equation (12) or 

(13) 
T = imaginary part of a 
S = one-half slab thickness, Fig. 1 

8 = dimensionless temperature, equation (3) 
do ~ dimensionless rewetting temperature, 

(Tw - TQ)/(TW - Ts) 
01 = dimensionless temperature, (Tw — 

T0)/(To - Ts) 
e = e+ + e_ 
0+ = Fourier transform of 8 for x > 0, equa

tion (12) or (37) 
9 - = Fourier transform of 8 for x < 0, equa

tion (13) or (38) 
X = constant, equation (20) 
p = density of solid 
ip = mass flow rate per unit perimeter 

Subscripts 

x, y = derivatives with respect to x and y, 
respectively 
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available experimental data is made later with the two-dimensional 
results derived here. As expected, the difference between the two 
models shown in Fig. 2, decreases with increasing N as in the limit of 
jV ->• » , both the models have to reduce to a common result of one-
dimensional rewetting with no precursory cooling [2]. 

Mathematical Formulation. The transient two-dimensional 
conduction equation in a coordinate system moving with the wet front 
at a constant velocity u can be written as [4-8] 

x = 0,y = 0 

va2T a2ri ar 
k — - + — - = pcu — 

lax2 dy2i ax 
(i) 

Equation (1) can be expressed in the following dimensionless form: 

where 

• -£ («* 

T„, - T 

v ) = 0 

Tm - T, 

pcuS 
P = (Peclet number) 

(2) 

(3) 

(4) 

and subscripts x and y in equation (2) denote partial derivatives with 
respect to x and y, respectively. The boundary conditions associated 
with equation (2) are: 

6 = 0 

x —• +°° 

y = 0, x > 0 

y = 0, x < 0 

y = 1, a l l* 

: B(fl - 1) 

By = Aebx 

6V = 0 

(5) 

(6) 

(7) 

(8) 

(9) 

N = 60.l, B=0.7 

- EXPONENTIAL HEAT TRANSFER 
COEFFICIENT MODEL [9] 

- EXPONENTIAL HEAT FLUX MODEL, 
EQUATION (27) 

I I I I l _ 
0.2 0.4 0.6 0.8 1.0 2 4 

NON-DIMENSIONAL TEMPERATURE, 9, 

Fig. 2 Comparison of the one-dimensional solutions obtained with the ex
ponential heat flux model and the exponential heat transfer coefficient model 

where 

A'-
Nk(Ts - Tw) \N) \TS-TJ' 

(10) 

hi 
B =—(Bio t number) (11) 

k 

and 

b = ah 

It does not seem possible to get a general analytical solution to 
equation (2) with its associated boundary conditions as given by 
equations (5)-(10). A numerical solution, though possible, would not 
reveal any functional relationship among various system parameters. 
At the present state of knowledge on surface rewetting with precursory 
cooling, it seems logical to seek approximate analytical solutions in 
search for simple functional forms that would reveal the effect of 
various system parameters on the rewetting rate. This is achieved by 
first obtaining the asymptotic solutions, applying the Wiener-Hopf 
method coupled with appropriate kernel substitutions, for the two 
cases of very small and very large Peclet numbers, and then matching 
these limiting solutions in a semiempirical manner for the entire range 
of Peclet numbers. 

Solution for the Limiting Case of Small Peclet Numbers (P 
« 1). Following the Wiener-Hopf technique, equation (2) is reduced 
to an ordinary differential equation by use of the Fourier transform 
defined as: 

8+(a ,y) = f eia*6{x, y)dx 
Jo 

8 _ ( a , y ) = j eiax 6(x,y)dx 

The inverse transform to equations (12) and (13) is 

\ /» •» + !> 

(12) 

(13) 

${x, y) = — I 9(a, y)e~iaxda 
2ir *J—°°+£T 

(T = real, positive) (14) 

where 

e(«, y) = 6+(a, y) + Q-(a, y) 

Applying the previously defined Fourier transform, equation (2) and 
its associated boundary conditions given by equations (5)-(9) become: 

d20 

dy' 
•-a(a-iP)Q = 0 

— (a,0) = B[e+(a,0)+— 1 
dy L iai 

d 6 _ 

dy 
(a, 0) = A/(b + ia) 

de 
dy 

{a, 1) = 0 

Solving equations (15)-(18) gives 

9 + (a , 0) + 6_(a, 0) 

-Bcoth X 

where 

/ -Bco th X\ T , , 1 1 

( ~ T — ) L e + ( a - 0 ) + d -

x = («(« - ;P))1/2 

Acoth X 

\(b + ia) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

Equation (19) is equivalent to an integral equation and the term 
(coth X/X) is the kernel function whose transform must be decomposed 
in accordance with the Wiener-Hopf method. Exact decomposition 
of this kernel in terms of simple functions is unlikely to exist [4]. 
However, in view of the major contribution of the kernel being in the 
neighborhood of the singular points corresponding to X = 0, it should 
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be a good approximation to represent coth X by the first two terms in 
the asymptotic series expansion near X = 0: 

coth X = - + - + 0(X3) 
X 3 

(21) 

Substitution of equation (21) into equation (19), along with the 
standard application of the Wiener-Hopf method, enables explicit 
determination of 6+(a, 0) and 0-(a , 0) whose inverse Fourier trans
form gives the surface temperature distribution as 
For x > 0; 

Kx, 0) = 1 + 
Ai + A tP[(P/2) + V(P/2) 2 + A J / 3 

. [(P/2) + V(P/2)2 TTi]2 -0 
X exp |(P/2) - V(P/2) 2 + A[\ x 

" (—) \ 7 = 1 
XB + 3 / Li[(P/2) + V(p72)2 + A1]J 

X exp {(P/2) - V ( P 7 2 F T A I | I (22) 
For x < 0 

0(x,O) = 
A i 

[(P/2) + V(P/2) 2 + Ai]2 
exp (Px) • 

(b2 - 6P - 3) (A/3) 

6 ( 6 - P ) 

,,. ^ r ^ / 3 ) ( & a ~ bP - 3)|(P/2) - v W f + Ail 
X exp (6x) — — 

L (P - b)b[b - [(P/2) + V(P72)2 + Ai]) 
(A! - 3)(A/3) 

l x —«»J J [(P/2) + V(P/2)2 + Ai) l(P/2) + V(P/2) 2 + A! 

X exp (Px) (23) 
where 

^ 3B/(B + 3) (24) 

At the wet front, the temperature is 

0o = 9(0,0) = 
A i 

[(P/2) + VWW+M 
3A 

6(B + 3) [(P/2) + V{Pj2F+Th 

+ 0(P, B/2V) (25) 

The discrepancy in lim*—+o 6(x, 0) and lim ^ - o 9(x, 0) results from 
the asymptotic approximation of the kernel and is represented by the 
term 0(P,B/iV) in equation (25), signifying that the difference is of 
the order of the Peclet number and the quantity B/iV. However, the 
said discrepancy becomes neglegibly small in the limiting cases of 
either very small Biot numbers (B « 1) or very small Peclet numbers 
(P « 1), and the equation (25) then yields the following asymptotic 
solution for the dimensionless wet-front velocity: 

P = [7 - (AJY)] (26) 

where 

r Ai_ / i - e<A / Ai2 / i - e 0 \ 2 iMl 

LNb \ 60 / V iV262 \ 60 / do J 

Equation (26) is an explicit result for the wet-front velocity in terms 
of the Biot number B and the system parameters A', b, and 0o- In the 
limit of N -»• c° (no precursory cooling), Y —• (Ai/#o)1/2 and equation 
(26) yields 

~ = 8o1/2(l ~ Oo)-1 

which is the same result as derived by Tien and Yao [4] for the case 
without precursory cooling. It is also interesting to consider the lim
iting case of B « 1. In this limit, Ai = 3B/(B + 3) — B and equation 
(26) then yields: 

P = [Y - (B/Y)] (27) 

where 

2 INb \ 0O / V 2V262 V 0O I So J 

Equation (27) can be derived independently by the one-dimensional 
analysis of precursory cooling with the physical model proposed here. 
This indicates, as anticipated, that one-dimensional solution is valid 
only in the limit of very small Biot numbers. As expected, the limit 
of equation (27) for N —• °° gives the well known one-dimensional 
solution [1-3] for the case without precursory cooling. 

Solution for the Limiting Case of Large Peclet Numbers (P 
» 1). For the case of large Peclet numbers, the thermal region of in
terest lies in the immediate vicinity of the wet front [4], Due to the 
smallness of this region, the parameter 5 does not play any role in the 
problem and the independent nondimensional variables x and y are 
defined as 

y y (28) 
(2S/P)~(2fe/pcu)' y mi?) (2k/pen) 

Equation (1) becomes 

28x - (6XX + 8yy)=Q (29) 

The boundary conditions associated with equation (29) are 

x — - » 0 = 0 (30) 

x - * + ° ° 0 is bounded (31) 

y = 0 , : t > 0 0y = 225(0-1) (32) 

y = 0 , x < 0 6y = Q0'e*»x (33) 

y -*• oo 0 = 0 (34) 

x =0,y =0 0 = 0o (35) 

where 

D 
B 

P 

h 

pcu 
bi< 

2ab 

P ' (JO 
25Q0 (36) 

NPk(Ts - Tw) 

For subsequent algebraic convenience, the Fourier transform em
ployed here is slightly different from the one used earlier for the case 
of P « 1. The modified Fourier transform is 

9 + ( a , y ) = f e(ia-1)xB(x, y)dx 

ed«-»*6(x,y)dx 

(37) 

(38) 

The inverse transform of equations (37) and (38) is 

1 r°° 
0(x,y)= — J e-««-i>*e(«,y)<fa (39) 

2?r %)—™ 

Following a similar procedure as in the case of P « 1, the solution of 
equations (29)-(34) gives 

e + (« ,0) + e_(a,0) = 
-2D [e+(«,o)-(-i-)] 

Using the standard approximate method of kernel substitution [12], 
the kernel [ l /(«2 + 1)1/2] in equation (40) is replaced by [2/(a2 + 2)], 
the Fourier transforms of which have the identical area and the first 
moment. This substitution of the approximate kernel in equation (40), 
along with the standard application of the Wiener-Hopf technique, 
enables explicit determination of 9+(a, 0) and 6_(o:, 0) whose inverse 
Fourier transforms give the surface temperature distributions for the 
regions x > 0 and x =S 0, respectively, 

e(x,o) = (-^~) 
\425 + 1/ 

f 2(2 + V2)D -+-
V2Q0' 

.(425 + 1)(1 + VWTJ) ((61 

X exp {-(VW~+~2 - l)x 

+ 1)J 1) +v / 2j ( l - f -v / 2ZT+l) . . 

(.T>0) (41) 
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^,o) = [ — 2 V 2 D 

(1 + V4D + 2)(1 + V2D + 1) 

iVl Qo'(l - V2£> + 1) 

12 - (bi - l)2}|(bi - 1) - V4D + 2! 

v ^ Q o ' 

( V 2 D + T + DJV4D + 2 - (6 

2Qo' 

i -DI J 

X exp (V2 + l)x -
[2 - (61 - l ) 2 

exp (bx) (x < 0) (42) 

It is easy to visualize at this point that in the limit N —- °°, Qd tends 
to zero and equations (41) and (42) reduce to the corresponding results 
of Tien and Yao [4] for the case without precursory cooling. Finally, 
applying the condition S = 80 at x = 0 to either equation (41) or (42) 
gives the following explicit solution for the dimensionless wet-front 
velocity. 

P = 2B/(Z2 - 1) (43) 

where Z is the real and positive root of the cubic equation given in the 
following 

L Nb 
(V2 + 60) 

] 
V 2 ( l -

L \ N I b \ 1 - 0 O / l V 2 

B 

b 

(2 - B0)B 

V2b 
= 0 

The solution of the foregoing equation is available in any standard 
mathematical handbook [14, 15]. 

Semiempirical Matching. Equations (26) and (43) contain the 
limiting relations for either very small or very large values of the Peclet 
number. In practice, however, the Peclet number encountered often 
falls in the intermediate range [13, 16]. Therefore, it is desirable to 
establish a continuous expression for the entire range of the Peclet 
number. The semiempirical matching 

ra(^r)[y-(Ai/Y)] 

(n < 1) 
nP 

(1 - nP2) 
( — ) 
\ 2B / 

•n[Y-(A1/Y)\ 

provides a family of curves corresponding to different values of n, 
which satisfy both the limits in equations (26) and (43) and allows a 
smooth continuous relation for all the values of the Peclet number. 
In particular, the relation with n = 0.01 

10"' 10° lO1 

NON-DIMENSIONAL TEMPERATURE, S. 
O 2 2 * 0 2 

Fig. 3 Variation of the Peclet number in falling film rewetting for different 
magnitudes of precursory cooling 

0.01P 
- 0.01P2 ' 

/z 2 — 1\ 
o . o i ( - ^ - ) [ y - W i / y ) ] 

( ^ j p ) - 0 . 0 1 [ y - ( A 1 / Y ) ] 

(44) 

agrees well with the available experimental data of Yamanouchi [2], 
and Duffey and Porthouse [13]. In Fig. 3, equation (44) is shown along 
with the asymptotic two-dimensional solutions contained in equations 
(26) and (43). Also shown in Fig. 3 is the corresponding one-dimen
sional solution, equation (27). All the curves in Fig. 3 are drawn for 
a fixed values of B = 0.5 and b = 0.005, with varying magnitudes of 
precursory cooling represented by IV = 1,10 and 100. The purpose of 
Fig. 3 is to reveal the nature of the matching relation, equation (44), 
and to demonstrate the inadequacy of the one-dimensional solution 
for large Peclet numbers. It shows that one-dimensional solution 
differs significantly from a two-dimensional solution in the range of 
large Peclet numbers. 

Results and Discussion 
The approximate analytical results presented in equations (26), 

(43), and (44) indicate that in the present analysis, there exist two 
independent dimensionless parameters #0 and B, and two dimen
sionless constants N and b. The latter two constants characterize the 
effect of precursory cooling, N signifying its magnitude and b repre
senting its region of influence. To visualize the significance of the 
nondimensional temperature, a slightly modified definition Oi = 0o/(l 
- So) = (Tw - TQ)/(T0 - Ts) reveals 0X to characterize the dry wall 
temperature far downstream relative to the temperature at the wet 
front. The Biot number, B, represents the resistance to heat transfer 
inside the solid wall relative to that on the outside. 

The effect of precursory cooling on the wet-front velocity is very 
well depicted in Fig. 3, from which it is seen that precursory cooling 
can substantially increase the film rewetting rate. The number of 
droplets generated in the sputtering region increases with increasing 
mass flow rate, resulting in stronger precursory cooling and a decrease 
in the value of N. Therefore, in Fig. 3 the curve with n = 1 is much 
higher than the curve with N = 100, the former conveying stronger 
precursory cooling. The detailed information about the magnitudes 
of N and 6 has to emerge from the experimental results. 

While the present analysis is generally applicable to all coolants, 
the experimental data compared here refers to experiments with water 
as coolant in atmospheric steam environments [2, 13]. To compare 
the present model with the experimental data, the values of sputtering 
temperature, To, heat transfer coefficient, h, and the exponent in the 
decay of precursory cooling, a, are kept constant, a priori with an 
adjustable N. In the absence of any definitive information available 
on the variation of heat flux ahead of the wet front, the constant a in 
the exponential decay function is taken as 0.05 cm - 1 , similar to that 
suggested in an earlier work [9]. Specification of the wet-front tem
perature, To, is more difficult because of the ambiguity that exists in 
literature regarding the precise knowledge of boiling phenomena at 
the wet front [2, 9,13, 17]. However, for the comparison drawn here 
between the present prediction, equations (26), (43), and (44), and 
the experimental data of Yamanouchi [2] and Duffey and Porthouse 
[13], the value of T0 is taken as 260°C which corresponds to the 
temperature at the minimum film boiling heat flux [3, 9]. The value 
of heat transfer coefficient h is chosen as 3.0 X 103 Btu/hr-ft2-F°, this 
value being comparable to the average boiling heat transfer coefficient 
based on the maximum and the minimum heat fluxes of pool boiling 
[9]. 

Figs. 4, 5, and 6 show very good agreement between the prediction 
and the experimental results of Yamanouchi [2] and Duffey and 
Porthouse [13]. Not enough experimental data are available at high 
enough Peclet numbers for the asymptotic solution in the limiting case 
of large Peclet numbers, equation (43), to be directly applicable. In 
Figs. 4-6, the experimental data for P « 1 are correlated by the cor
responding asymptotic solution in that limit, equation (26), while the 
rest of the experimental data in the intermediate range of Peclet 
numbers are correlated by the semiempirical matching relation, 
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Fig. 4 Comparison of the predicted dimensionless wet front velocity with 
the experimental results (S = 0.05 cm) of Duffey and Porthouse [13] 
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Fig. 5 Comparison of the predicted dimensionless wet front velocity with 
the experimental results (<5 = 0.085 cm) of Duffey and Porthouse [13] 

equation (44), which implicitly makes use of the analytic results de
rived for the two asymptotic limits. 

Besides the scatter of the data, typical of experimental measure
ments on rewetting, it is inferred from the comparison shown in Figs. 
4-6, that the present two-dimensional model is very accurate in de
scribing the effect of the mass flow rate on falling film rewetting. The 
fact, as demonstrated here, that the effect of the coolant flow rate on 
rewetting is manifested in precursory cooling rather than in the 
sputtering heat transfer coefficient is further substantiated by 
Thompson's analysis [18] of the Harwell and Winfrith experimental 
results [19-21]. The experimental data shown in Figs. 4-6 are for the 
Biot numbers of 0.41, 0.7, and 0.73 with the Peclet number ranging 
from 0.1 to 15. In accordance with the findings of the present work, 
the one-dimensional analysis of precursory cooling is not adequate 
in correlating the presented experimental data as the Biot number 
and the Peclet number are not small enough to justify the neglect of 
two-dimensional effects. 

It is of interest to correlate JV with the mass flow rate for the data 
presented in Figs. 4-6. In accordance with the physical model pro
posed here, N should tend to 1.0 for the limiting case of very high mass 
flow rate (i/<—• °°). As shown in Fig. 7, the N values for three test 
sections with different diameters can be approximately correlated 
by the following relation: 

•N = 
160 

( > 
• + 1 (45) 

where î  in gm/cm-s is the spray flow rate per unit perimeter. The 
scatter of data at high flow rates is due to the uncertainty in the 
measurement of rather fast wet-front velocities at such operating 
conditions. This uncertainty, in turn, affects the accuracy with which 
N can be determined corresponding to a given mass flow rate. Also 
it is worth mentioning, at this point, that the rewetting temperature 
and the sputtering heat transfer coefficient are indeed very difficult 
to measure accurately. The values of these parameters, along with that 

of the exponent a in the description of precursory cooling, are only 
the best possible representative estimates based on rather limited 
experimental evidence presently available on precursory cooling. 

The foregoing concludes the discussion of the experimental data 
at atmospheric conditions. We have not included the Elliott-Rose 

O.I 

- PRESENT PREDICTION, EQUATIONS (26) 
i AND (44) 

J I I I I 
0.2 0.4 0.6 0.8 1.0 2 4 

NON-DIMENSIONAL TEMPERATURE, 8, 

Fig. 6 Comparison of the predicted dimensionless wet front velocity with 
the experimental data (S = 0.10 cm) of Yamanouchi [2] 
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Fig. 7 Variation of W with the spray flow rate per unit perimeter 

experimental data [20, 21] at high system pressures because the effect 
of mass flow rate at such operating conditions is so small that it is 
usually masked by the scatter in the data, as is indicated in their study. 
Indeed, the Duffey-Porthouse data, compared in the present study, 
cover a much wider range of flow rates (with a factor of 300) than that 
in the ElliottrRose data (with a factor of 4). For high system pressures, 
the effect of mass flow rate on wet-front velocities is much less sig
nificant than the effect of increased sputtering temperatures. This 
is demonstrated in Thompson's study [18] wherein he correlated the 
experimental data of Elliott and Rose [20, 21] and Bennett [19] by 
incorporating the effect of increased sputtering temperatures at high 
pressures and ignoring the effect of mass flow rate. The findings of 
Elliott and Rose as well as those of S. K. W. Yu have been discussed 
in further details in a recent report [16]. 

Conclusions 
1 When a liquid film progresses downward on a very hot vertical 

surface, the droplets generated at the sputtering front cause pre-
cooling of the dry surface ahead of the wet front. The extent of this 
precursory cooling increases with increasing mass flow rates. The heat 
transfer mechanism from the dry wall ahead of the wet front to the 
surrounding droplet-vapor mixture is rather complex but can suc
cessfully be modelled with an exponentially decaying heat flux. 

2 Precursory cooling increases the wet-front velocity substan
tially. At large mass flow rates, the wet front velocity, indeed, is so high 
that the one-dimensional analysis of precursory cooling is inadequate. 
The two-dimensional analysis of rewetting with precursory cooling 
becomes essential in the prediction of wet-front velocities at such flow 
rates. 

3 Assuming the average boiling heat transfer coefficient in the 
sputtering region to be invariant with the mass flow rate, the available 
experimental data on rewetting obtained under the atmospheric 
steam environment with variable flow rates are very closely correlated 
with the two-dimensional analysis of precursory cooling presented 
here. 
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Calculations of Combined 
Radiation and Convection Heat 
Transfer in Rod Bundles Under 
Emergency Cooling Conditions 
A model has been developed to calculate the heat transfer coefficients from the fuel rods 
to the steam-droplet mixture typical of Boiling Water Reactors under Emergency Core 
Cooling System (ECCS) operation conditions during a postulated loss-of-coolant acci
dent. The model includes the heat transfer by convection to the vapor, the radiation from 
the surfaces to both the water droplets and the vapor, and the effects of droplet evapora
tion. The combined convection and radiation heat transfer coefficient can be evaluated 
with respect to the characteristic droplet size. Calculations of the heat transfer coefficient 
based on the droplet sizes obtained from the existing literature are consistent with those 
determined empirically from the Full-Length-Emergency-Cooling-Heat-Transfer 
(FLECHT) program. The present model can also be used to assess the effects of geometri
cal distortions (or deviations from nominal dimensions) on the heat transfer to the cooling 
medium in a rod bundle. 

Introduction 

Spray cooling is one of the important emergency core cooling sys
tems (ECCS) for Boiling Water Reactors (BWR) during the hypo
thetical loss-of-coolant accident (LOCA). Extensive experiments have 
been conducted to demonstrate its effectiveness under simulated 
LOCA conditions [1-3].2 At the same time continuing efforts have 
been made, both experimentally and theoretically [4-7], to enhance 
the fundamental understanding of the thermal-hydraulic phenomena 
occurring during spray cooling. 

In the early stage of the emergency spray cooling process, part of 
the injected water droplets fall through the fuel bundle while others 
are deposited on the upper portion of the channel wall and rod sur
faces forming liquid films that advance downward to quench the hot 
surfaces [4]. In the region immediately downstream of the sputtering 
quench front, the droplets ejected from the sputtering region bounce 

1 Presently chairman of Departamento de Energia, Universidad Autonoma 
Metropolitana-Azcapotzalco, Mexico 16, D.F. 

2 Numbers in brackets designate References at end of paper. 
Contributed by The Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS at the AIChE-ASME National Heat 
Transfer Conference, San Francisco, Calif., August 10-13, 1975. Revised 
manuscript received by the Heat Transfer Conference, November 18, 1975. 
Paper No. 75-HT-64. 

around the surfaces, precooling the surfaces ahead of the quenching 
front [5]. Farther downstream of the front, typically the middle and 
lower part of the bundle, the droplets fall straight downward. An 
upward vapor flow is generated as the result of vaporization of the 
water droplets. In this region, the vapor and droplets serve as a heat 
sink for cooling the surfaces and removing the decay heat. The 
vapor-droplet heat transfer in the middle and lower part of the bundle 
is of our primary interest since it governs the peak fuel cladding 
temperature in the emergency spray cooling transient. Typically, the 
heat transfer coefficient in the region is an order of magnitude less 
than that in the precursory cooling region which in turn is an order 
of magnitude less than that in the sputtering region. 

A typical model [2, 3] for predicting the fuel cladding temperature 
during the core spray cooling transient consists of a channel wetting 
correlation, a surface-to-surface radiation model for the rod bundle, 
and convection heat transfer coefficients that were empirically de
termined for different regions of the bundle. This approach is em
pirical and does not account separately for the individual heat transfer 
mechanisms associated with the cooling process, such as vapor con
vection, radiation to vapor and droplets, and evaporation of droplets. 
The purpose of the present study is to investigate these individual 
heat transfer mechanisms. A model which accounts for radiation and 
convection to the vapor-droplet medium has been developed to 
evaluate analytically the heat transfer coefficient during core spray 
cooling. 
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P h y s i c a l M o d e l 
The thermal-hydraulic phenomena in a rod bundle during spray 

cooling are inherently complex. To simplify the problem, the rod 
bundle will be treated as a system of parallel subchannels, with each 
subchannel representing a unit cell. For a Boiling Water Reactor 
(BWR) bundle, a unit cell is defined as the open space among four 
adjacent rods. The physical system under consideration is the unit 
cell which is characterized by a circular tube of hydraulic diameter 
Dh- The hydraulic diameter approach is a convenient approximation 
to characterize flow and heat transfer in a channel of noncircular cross 
section [8]. The possible interactions among the adjacent unit cells 
are not treated here. 

During the core spray cooling process, the updrafting steam ve
locities through the bundle are typically of the order of 9 ft/s (2.74 
M/s),H a value which justifies the assumption of laminar flow. 

With these considerations, the relevant heat transfer mechanisms 
to the spray cooling process can be listed as follows: 

1 Convection to the vapor. 
2 Radiation from the walls to the vapor. 
3 Radiation from the walls to the droplets. 
4 Vapor-droplet heat transfer. 
The energy equation for this system can be derived for a control 

volume as shown in Fig. 1. An energy balance for this vapor-phase 
control volume under steady-state conditions yields 

CENTER 
LINE 

E\ + E3 + E$ — E2 + E§ (1) 

The energy terms, E\ and E% correspond to conduction through the 
vapor, and can be expressed as: 

Ex = -ak(dT/dr)2irrAz (2) 

E2 = -ak(dT/dr)2vrAz - d/dr(2wrkdT/dr)aArAz (3) 

The heat transferred by radiation from the walls and the droplets to 

3 In BWR Core Spray Distribution test, the design basis for updraft is 8 ft/s 
of air [14] which is equivalent to approximately 10 ft/s (based on channel 
cross-sectional area of 0.193 ft2) of steam at the bundle exit. Since the steam 
updraft is zero at the bottom of the bundle during the ECCS test, it is reasonable 
to assume a typical value of 9 ft/s (based on bundle cross-sectional area of 0.108 
ft2) for middle and lower half regions of the bundle. 
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Fig. 1 Energy balance for control volume 

the vapor is denoted by JB3. It can be defined in terms of <j>w„ and <j>eil, 
the equivalent quantities of heat absorption per unit volume, which 
are discussed in detail in Appendix A. Thus, 

Es = (<j>wu + <t>tu)2irrArAz (4) 

The quantities, EA and E5, represent the energy transported by the 
vapor flow across the control volume and can be expressed as 

£4 = Wuh„ 

En = Wuh0 + d/dz(Wuhu)Az 

(5) 

(6) 

Substituting equations (2)-(6) in equation (1) results in the following 
expression: 

(ak/r)d/dr(rdT/dr) + <j>wu + 4>{u = d/dz(Wuhu)/2-KrAr (7) 

where k is assumed to be independent of temperature. 

• N o m e n c l a t u r e -

Ac = open cross-sectional area of the bun
dle 

a = absorption coefficient 
B = radiosity 
Cp = thermal capacitance 
D, Dh = rod diameter and hydraulic diameter 

of a unit cell, respectively 
d = droplet diameter 
•E1-8 = symbols represent the energy flux in 

and out of the control volume W 
^wt.mu.ut = gray body factors between the 

wall and droplets, the wall and vapor, and 
the vapor and droplets, respectively 

g = gravitational acceleration 
hd = heat transfer coefficient between the 

vapor and the liquid droplet 
hfg = latent heat of vaporization 
hsat = combined radiation and convection 

heat transfer coefficient, defined in equa
tion (23) 

h„j = enthalpy of vapor and liquid, respec
tively 

k = thermal conductivity of steam 
Lm = mean beam length 

M = spray flow rate 
n = droplet number density 
q" = heat flux 
Ru iw = parameters defined in equation 

(A3) 
r = coordinate originated from and perpen

dicular to the center line 
s = scattering coefficient 
T = temperature 
U = velocity in z -direction 
Ud = downward droplet velocity 
l/„ = relative velocity between the droplet 

and the updrafting vapor 
W = mass flow rate 
X = efficiency, given in equation (25) 
2 = longitudinal coordinate 
a = void fraction 
j3 = droplet-vapor heat transfer constant, 

defined in equation (27) 
e = emissivity 
K = extinction coefficient 
A = characteristic wavelength 
v = kinematic viscosity of vapor 

ij>ue = volumetric radiation heat flux 

from the wall to vapor and liquid droplets, 
and between the vapor and droplets, re
spectively 

Pd,u = density of the liquid droplets and 
vapor, respectively 

ro = optical thickness or opacity, defined in 
equation (24) 

0 = temperature parameter, defined as T — 

TSat 
r\ = droplet concentration factor 
£ = parameter defined in equation (34) 
\p = parameter defined in equation (35) 

Subscr ipts 

c = designates convection 
( = designates liquid droplet 
tn = designates mean 
r = designates radiation 
t = designates extinction 
v = designates vapor 
w = designates wall surface 
sat = designates saturation 
a = designates absorption 
s = designates scattering 
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Similarly, an energy balance for the liquid-phase control volume 
yields 

Eg + Eg = Ej (8) 

The quantities Eg and Ei are the energy terms due to the droplet 
flow: 

E6 = Wehf (9) 

E7 = Wehf + d/dz(Wehf)Az (10) 

Finally, Ea which represents radiation from the walls and the vapor 
to the droplet is given as: 

Es = (<l>wt + <t>Bi)2*rArAz (11) 

Substituting equations (9)-(l l) into equation (8) leads to the fol
lowing expression: 

Ke + >t>ui = hf(dWe/dz)/2irrAr (12) 

where hf, corresponding to liquid at saturation, is a constant. 
For steady-state operation, the continuity equation applied to the 

control volume yields 

dWe/dz + dWJdz = 0 (13) 

Also the vapor flow can be expressed as 

W„ = puU(2irrAr)a (14) 

and 

dhjdz = CpdT/dz (15) 

Combining equation (7) with equations (12)-(15), and noting that 
<f>ut = —4>ei>, there follows 

p„UCpadTldz = (ka/r)d/dr(rdT/dr) + <)>wu + <j>we 

- (K - hf)(dWJdz)/2TrrAr (16) 

The last term in equation (16) needs further consideration. The 
gradient dW„/dz is the amount of liquid evaporated within the control 
volume. Since it was assumed that the liquid would always be at sat
uration, it can be expressed as 

(dWJdz)Az = qd/hlg (17) 

where qd is the total energy transferred to the liquid in the control 
volume per unit time. The energy transferred to the liquid will be the 
sum of the radiation energy from the walls and the vapor to the 
droplets and a convective heat transfer between the superheated 
vapor and the droplets. The driving force for the vapor-droplet heat 
transfer is the temperature difference between the vapor and the 
droplet. The convective heat transfer to the droplets can be expressed 
as a constant, /3, times the driving force, where /3 is a droplet-vapor 
heat transfer constant dependent on the droplet characteristics de
fined in the next section. With these concepts, equation (17) can be 
written as: 

(dWJdz)Az = [<l>we + <j>ue + /3CT - Tsat)]2wrArAz/hfg (18) 

The term (hu - hf) can be written as CP(T — Tsa t) + hfs. The void 
fraction a varies from 0.981 to 1.000 for practical range of interest. 
Hence, it is treated as one throughout the present analysis. Further
more, for a typical reactor bundle, the ratio of bundle length to hy
draulic diameter is about 220. It is, therefore, a reasonable approxi
mation to neglect the temperature variation in the z -direction. With 
these simplifications, the substitution of equation (18) for the last 
term in equation (16) leads to 

(k/r)d(rdT/dr)/dr + <l>wv - 4>vt - P(T - TMt) 

-CP(T- r s a t ) [ 4 w + <t>ue + /3(T - Tsat)]/hfg = 0 (19) 

The boundary conditions associated with equation (19) are: 

dT/dr = 0 at r = 0 and T = Tw at r = Dh/2 (20) 

The solution of equation (19) with its boundary conditions (20) 

provides the temperature distribution through the medium and allows 
the surface heat flux due to convection to be calculated from: 

qc" = (k dT/dr)r„Dll/2 (21) 

The heat fluxes due to radiation to the vapor and the droplets are 
evaluated as 

Qu,e" = <t>u,tDh/4: and qm„" = <t>wuDh/4 (22) 

With the results of equations (21) and (22), an effective overall heat 
transfer coefficient based on the saturation temperature, /i sa t , can be 
defined as: 

ftsat = hsat,c + hsat,r = (q/' + 1ml" + qwu")l{Tl0 ~ T s a t ) (23) 

In the present case of uniform wall temperature, only the heat 
transfer to the medium has been considered, without accounting for 
the surface to surface radiation. Hence, the heat transfer coefficient 
defined by equation (23) is equivalent to the experimental values 
obtained in the Full-Length-Emergency-Cooling-Heat-Transfer 
(FLECHT) program [2, 3] in which the surface to surface radiation 
heat transfer was calculated and the remainder was lumped into a set 
of heat transfer coefficients for different regions of the bundle. 

Radiation From the Wall to the Vapor-Droplet 
Mixture 

For the case of rod bundles under emergency cooling conditions 
where vapor and droplets are present, the optical thickness [9,10] can 
be expressed as 

TO = KDh = (*„ + Kt)Dh = {a0 + (ae + Se)]Dh (24) 

where K, a, and S are the extinction, absorption and scattering coef
ficients, respectively. For calculation purposes, ag and K( are often 
expressed in terms of the geometric cross section and the number 
density of the droplet medium: 

ag = Xa vd2n/4, S( = Xsird2n/4 

and (25) 

Kt = ae + Se = (Xa + XsUd2nfi = Xtird2n/4 

where d is the droplet diameter, n the droplet number density, and 
Xt, Xa, and Xs are, respectively, the extinction, absorption and 
scattering efficiencies. These dimensionless quantities, X's, constitute 
the basic parameters for droplet radiation, and are often expressed 
in analytical forms or computed numerically in the literature [9]. 

The appropriate mean vapor absorption coefficients are the Planck 
mean for the optically thin medium and the Rosseland mean for the 
optically thick medium [11]. It will be shown that in the typical case 
of emergency core spray cooling, TO evaluated from equation (24) is 
much smaller than one (i.e., the medium is in the optically thin re
gime). 

In the system under consideration, the optically thin assumption 
implies that the vapor and the liquid droplets are optically thin in
dividually, and each can be characterized by a single node representing 
the whole individual medium. Each node (vapor, droplets or wall) will 
then exchange energy among one another. Assuming that the system 
is gray and diffuse, the absorption and emission of the mixture can 
be incorporated into the network analysis by treating the system as 
an enclosure filled by a radiating gas and a cloud of liquid droplets 
[9]. With these simplifications the radiative transfer between the wall 
and the vapor-droplet mixture can be formulated (Appendix A). 
Substituting equation (Al), the radiation terms in equations (19) and 
(22) can be expressed as 

4>a = itfijiTS - TJ^IDH (26) 

where ij = wt, wv and vC, Te = TaaU T„ = Tm. a is the Stefan-
Boltzmann constant, Tm is a mean temperature of the vapor, and 3ve, 
3wn and ^wt are gray-body factors which are functions of vapor and 
droplet properties. 
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Droplet-Vapor Heat Transfer 
The droplet-vapor heat transfer constant, /3, physically represents 

the heat transfer between the surface of droplets and its superheated 
vapor surroundings per unit degree of temperature in a unit volume 
space. In algebraic form, it can be expressed as 

(3 = vd2nhd (27) 

where hd is the convective heat transfer coefficient between the sur
face of a droplet and its vapor environment. 

Assuming that the droplets are spherical, and the effect of vapor
ization and internal circulation on the convective heat transfer are 
not appreciable, the equation recommended by McAdams for flow 
past a sphere [12], 

Nu = hddlk = 0.37(Re)0-60 (28) 

for 17 < Re < 70,000, is applicable since the Prandtl number for steam 
is close to unity. 

With equations (27) and (28), j3 can be calculated as 

0 = 0.377rfcred(LLdM0-60 (29) 

Where U„ is the relative velocity between the droplet and the vapor 
stream. 

Governing Equation 
By incorporating the radiation terms specified in equation (26) and 

the constant, /?, given in equation (29), a solution to the governing 
equation can be presented with the assumptions required for the 
mathematical process. 

To provide a physical description of the governing equation, 
equation (19) can be rearranged as follows: 

(k/r)d(r dT/dr)/dr + 0[u„ - CP(T - raat)[</,„< + 4>vt 

+ P(T - TBBt)]/hfg - <$>ve - 0(T - Taat) = 0 (30) 

Equation (30) relates the temperature distribution of the vapor to 
the heat transfer mechanisms. The first two terms represent the net 
heat input to the vapor at a given location by both conduction through 
the medium and direct radiation from the wall to the vapor. The last 
three terms represent an effective "heat sink" to the vapor caused by 
the evaporation of the droplets. The last term, J3(T - !Taat), accounts 
for the energy transferred to the droplets from the surrounding vapor 
by convection. From equation (30), the bracketed term [<j>w( + </>ue + 
0(T — Tsat)]/hfg is the amount of droplet evaporation due to both 
radiation to the droplets and vapor-droplet heat transfer. This vapor 
is generated at saturation temperature on the surface of the droplets 
and subsequently mixes with the surrounding medium. In the mixing 
process, the newly formed vapor increases its temperature to reach 
equilibrium with the rest of the steam. This amount of sensible heat 
effectively represents an additional sink to the surrounding vapor. 
Hence, the third term in equation (30) is effectively an additional form 
of heat sink. 

Since the vapor that forms around the droplet redistributes 
throughout the flow passage, it is appropriate to characterize the vapor 
superheat by a mean temperature rather than the local vapor tem
perature. 

Defining the mean temperature as 

nOh/2 
Tm = (8/Dh

2) j rTdr (31) 

and incorporating these considerations into equation (30), there re
sults 

d(rdO/dr)/rdr =F £6 + ^ (32) 

where 

6 = T - T s a t (33) 

J = jS[l + Cp(Tm - Taat)/hfs]/k (34) 

41 = [Cp(Tm - Tsat)((j>we + <l>ui)/hfg + cl>V( - 4>wu]/k (35) 

The solution of equation (32) subjecting to the boundary conditions 
given in equation (20) is 

0(r) = (9„, + HOIo(Vfr)/I0(VlDhm - M (36) 

where IQ is the modified Bessel function of the first kind, of order zero, 
and 

Qw = Tw — Ta a t (37) 

The mean temperature Tm from equation (31) can be evaluated 
as 

e m = Tm - Tsat = -Hi + 2(ew + i/i) 

X hb/lDh/2)l[(VlDhl2)I0(VlDhn)] (38) 

It should be pointed out that the mean temperature Tm was re
quired to calculate the terms £ and 4> in equations (34) and (35). The 
solution has to be achieved by an iterative procedure: assuming Tm 

for the first calculation, then re-evaluating Tm with equation (38) until 
convergence is achieved. 

From equations (21), (23), (36), the heat transfer coefficients based 
on Tm and Tsat can be evaluated as 

hm,c = qc"l(Tw - Tm) = [kVlh(VlDhm/h(VlDhm]l 

|1 - 2h(VlDh/2)/[VlDhmh{VlDhn)\) (39) 

and 

/ W = kVl(l + HQwi)h(VlDh/2)/Io(VlDhm (40) 

From equations (22) and (23), the heat transfer coefficient due to 
radiation can be calculated by 

)DhlA(Tw - Tsat) (41) 

and, the effective overall heat transfer coefficient, defined in equation 
(23) can thus be calculated. 

Application to a Rod Bundle 
To evaluate the heat transfer coefficient /i8a t for a typical bundle 

under core spray cooling conditions, the basic information required 
are the hydraulic diameter, I)/,, the droplet size, d, their number 
density, n, the velocity of droplet, Ud, and the radiation parameters, 
X„, Xs and Xt. To obtain the values and relations for these parame
ters, information from the existing literature and the BWR ECCS 
experiments is used. 

Hydraulic Diameter. The hydraulic diameter for a unit cell in 
a BWR bundle, can be calculated from the rod diameter and the pitch 
which is the distance between the center lines of two adjacent rods. 
For typical BWR's, Dh = 0.673 in. (1.709 cm) for 7 X 7 bundles, and 
Dh = 0.565 in. (1.435 cm) for 8 X 8 bundles. 

Terminal Velocity of a Droplet Falling Through Vapor. The 
relative movement between a droplet and the surrounding vapor can 
be characterized by the terminal velocity U„ which is calculated by 
equating its weight to the drag force [13]. The drag coefficient for flow 
over a sphere [13] is used in the present calculation. Since the drag 
coefficient is not known prior to the calculation of U„, the terminal 
velocity can be obtained through iteration based on a known droplet 
size. 

Droplet Number Density. The droplet number density can be 
calculated by knowing the liquid flow rate through the rod bundle and 
the droplet velocity. During core spray cooling, the droplet number 
density, n, can be calculated by the following equation 

-wd3pdAcUd 
6 

where -q is a droplet concentration factor that can vary with different 
regions of the bundle. It is defined as the ratio of the local droplet 
number density to the bundle average number density. In a rod 
bundle, the relation 2ij;Ai/A = 1.0 where A is the area and the sub
script i designates the local bundle region, is satisfied. The droplet 
velocity, ud, is the difference between the terminal velocity and the 
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updrafting steam velocity. With the spray rate known, the droplet 
number density is dependent on the droplet size and concentration 
only. 

Absorption and Extinction Coefficient for Water Drop
lets. With the characteristic droplet size, d, and the number density, 
n, evaluated, the droplet absorption coefficient, at, and the droplet 
extinction coefficient, K(, can be determined. 

It has been shown in equation (25) that to determine ae and K( re
quires the knowledge of the absorption and extinction efficiencies 
which depend on the regime of scattering as well as the optical con
stants of the droplets. The regime of scattering is defined by the ratio 
of the droplet size to the characteristic length of radiation. For the 
case of spray cooling with a typical wall temperature of 1800°F 
(2260°R), Wien's displacement law gives the characteristic wave
length, A = 2.31 M (7.57 X 10-6 ft). With a typical range of droplet size 
from 0.01 to 0.2 cm, it can be shown that ird/\ » 1. Thus, during spray 
cooling, the droplets are in the geometric scattering regime. In this 
case, irrespective of the optical constants of the droplets reference [9, 
p. 381], the extinction efficiency is Xt - 2.0. 

Noting that Xt = Xa + Xs, and that Xs * 1.7 Xa from the Mie 
equation for scattering reference [9, p. 406]. X s and Xa can be ob
tained as 

X, = 1.26 and Xa = 0.74 (43) 

Inserting equation (43) into equation (25) leads to the relations for 
the absorption and extinction coefficients for water droplets 

*t 

ae = 0.74rrdW4 

••ae + Se = 2.0ird V 4 

(44) 

(45) 

With a i and «<• obtained from equations (44) and (45) and aB ob
tained from reference [10] based on Tm, the optical thickness can be 
determined from equation (24) and the gray-body factors ? w , $we, 
and yvt from equation (A2). Thus, the optical thin assumption can 
be justified and the radiation heat flux can be calculated. 

R e s u l t s and D i s c u s s i o n 
Calculation of the Heat Transfer Coefficients for Rod Bun

dles. The present analysis accounts for the radiation and convection 
from the wall to the vapor-droplet mixture during core spray cooling. 
Solutions are obtained for the radiation heat flux, the temperature 
profile and the heat transfer coefficient. The fundamental indepen
dent variables in the present spray system are the droplet diameter, 
and the spray concentration factor. The other parameters required 
for the present calculation are the wall temperature, the emissivity 
of wall, and the updrafting vapor velocity. These parameters are ob
tained from typical full-scale core spray cooling experiments [1, 2]. 
Throughout the present calculations, representative values of uu = 
9 ft/s (2.74 M/s) and tw = 0.7 and the nominal spray rate of M = 1500 
lb/hr (0.189 Kg/s) are used. The properties k and it are evaluated at 
saturation temperature for the calculation of the droplet vaporization 
constant, and the Reynolds number for droplet. Otherwise, k is 
evaluated at the mean steam temperature. 

To calculate the heat transfer coefficients for different regions of 
the bundle requires the information of droplet size and spray con
centration which are generally not known. Typical droplet sizes in 
simple-geometry spray cooling systems were reported by Duffey and 
Porthouse [6]. They observed relatively large drops of the order of 0.2 
cm that fell through the bundle under the action of gravity while 
smaller droplets of 0.01-0.1 cm were generated in the sputtering region 
at the wetting front. The smaller droplets are likely to be carried away 
by the steam updraft due to their low terminal velocity. Hence, from 
their observations the droplet size which should be considered for the 
radiation and convection sinks in the lower part of the bundle is on 
the order of 0.1 and 0.2 cm. The spray distribution is difficult to de
termine experimentally in a rod bundle. However, it has been shown 
from the FLECHT emergency spray cooling experiments for BWR 
7 X 7 bundles [2,3] that the heat transfer coefficient, hSBt, varies from 
1.5 Btu/ft2hr°F for rods at the interior region to 3.0 Btu/ft2hr°F for 
rods at the corner region and 3.5 Btu/ft2hr°F for rods at the peripheral 

** 
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- \\\ 

— \Yy 

Tw =1400°F-
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M = 1500 lb/hr 
Dh = 0.0560 ft 
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" 

— 

— 

-
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CHARACTERISTIC DROPLET DIAMETER, d(cm) 

Fig. 2 The variation of hmt with d tor parametric Tw 

region adjacent to channel walls. It is evident from the difference of 
frsat that the droplet concentration factor varies in different regions 
of the bundle. 

By treating the droplet size as an independent parameter and as
suming uniform concentration in the calculations, Fig. 2 depicts the 
effect of droplet size on the heat transfer coefficient for a typical case 
of BWR core spray cooling. A comparison of the calculated hsat given 
in Fig. 2 and the h s a t determined empirically from experiments in
dicates that the typical droplet sizes in a BWR rod-bundle are be
tween 0.15 and 0.30 cm. Choosing a mean heat transfer coefficient of 
2.5 Btu/ft2hr°F and a mean surface temperature of 1600°F for the fuel 
rods from Fig. 2, the characteristic average droplet diameter is 0.228 
cm which agrees well with the observations by Duffey and Porthouse 
[6]. It is of interest to note that for this case hBRt,r = 1-35 Btu/ft2hr°F, 
/ i s a U . = 1.15 Btu/ft2hr°F and the ratio of qwu"'-qwe"'-Qvi" is 1.000: 
0.531:0.047. The number density n is calculated to be 1.12 X 104 (ft)-3. 
Assuming the droplets are cubically packed in this case, the distance 
between the centers of two adjacent droplets is about six times the 
droplet diameter. Therefore, in the present range of interest, it is a 
reasonably good approximation to neglect the effect of adjacent 
droplet on the drag coefficient. 

In Fig. 2, the steep increase of heat transfer coefficient for droplet 
size smaller than about 0.15 cm is due to a large increase of droplet 
number densities. In this region, the present analysis which is based 
on individual drop vaporization heat transfer and the radiation optical 
thin assumption will tend to overpredict the heat transfer coefficient. 
Fig. 3 presents the variation of heat transfer coefficient with the 
droplet concentration factor using the characteristic droplet diameter. 
The result indicates that, for the rods in the interior region of the 
bundle, the droplet concentration is about 54.5 percent of the average. 
Correspondingly, for the peripheral and corner regions, the associated 
droplet concentrations are 155 percent and 126 percent of the aver
age. 

Effect of Rod Spacing on the Heat Transfer Coefficient. The 
present analysis can be used to assess the effects of geometric dis
tortions in the rod bundles on the heat transfer coefficients. 
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Fig. 3 The determination of droplet concentration factor for the interior, 
corner, and peripheral regions in a 7 X 7 BWR bundle 

Fig. 4 depicts the variation of heat transfer coefficient with respect 
to rod spacing for the three regions in a 7 X 7 bundle with M = 1500 
lb/hr, Tm = 1600° F, UD = 9 ft/s and d = 0.228 cm. The result can be 
applied to the case of a 7 X 7 bundle with bowed rods. It is noticed that 
the heat transfer coefficient is higher for sections with larger rod 
spacings which are characterized by larger hydraulic diameters. The 
monotonic increase of the heat transfer coefficient with larger rod 
spacing is due to the existence of larger number of droplets. 

Justification of the Optical Thin Assumption. The present 
analysis is based on the assumption that the vapor-droplet mixture 
is in the optically thin regime. This allows the independent evaluation 
of radiation from the wall to the mixture, and its incorporation into 
the overall energy balance as volumetric heat sinks. With the radiation 
parameters calculated, the optical thickness, given in equation (24), 
can be evaluated. Fig. 5 shows the variation of optical thickness with 
rod spacing corresponding to Fig. 4. It is evident that in the present 
range of interest the optical thickness is much less than one, thus 
verifying the justification of the optical thin assumption. 

Conclusions 
1 During the emergency core spray cooling process in a rod bundle 

after the hypothetical Loss-of-Coolant Accident, the vapor-droplet 
mixture serves as a heat sink for both radiation and convection heat 
transfer. The radiation cooling includes heat loss from the surface 
directly to the steam-droplet mixture. The convection cooling is due 
to vaporization from the droplets. The driving forces for droplet va
porization are the temperature difference between the superheated 
steam and the droplets at saturation temperature, and the radiation 
to the droplets. 

2 The combined convection and radiation heat transfer coefficient 
can be calculated once the characteristic droplet size is known. The 
comparison of present calculations with the empirical heat transfer 
coefficients determined from the FLECHT program shows that the 
average droplet size in the rod bundle is 0.228 cm. This value agrees 
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W = WALL 
V = VAPOR 
8 = LIQUID DROPLETS 

Fig. A1 Electrical analog of the vapor and droplet medium enclosed by gray 
wall 

well with the observations from the existing literature. 
3 The heat transfer coefficient in the rod bundle increases 

monotonically with rod spacing. This means that for the regions of 
the bundle where rod spacing is reduced the heat transfer decreases. 
Conversely, the heat transfer is enhanced by an increase of rod 
spacing. 

4 For the typical case of emergency spray cooling of BWR rod 
bundles, the vapor and droplets mixture inside the bundle is optically 
thin. That is, the fluid element exchanges radiation directly with the 
boundary surfaces. This justifies the present analysis in which the 
radiation heat fluxes are evaluated independently and incorporated 
into the overall heat transfer as uniformly distributed volumetric heat 
fluxes. 
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APPENDIX A 

Radiation Interchange Among the Wall, the Vapor and 
the Droplets 

Based on the assumption that the vapor-droplet mixture is in the 
optically thin regime, the radiation interchange among the wall, the 
vapor, and the droplet can be characterized by an electrical network 
with three nodes, each node representing one medium. Fig. Al illus
trates the electrical-network analog for the present system by as
suming the wall gray. The symbol B designates radiosity, while t and 
(1 — e) represent the absorptance and transmittance. In the present 
case all the geometric view factors are equal to unity. 

Through simple algebraic manipulations, the radiation heat flux 
among the nodes can be expressed as 

qij" = JijcW - Ty4) (Al) 

where 3 is the gray-body factor. The subscripts ij represent w£, wv 
and v£, respectively, and TV = T sa t , Tu = Tm. 

The gray-body factors 3we, ^um and 30? are defined as 

Jij = l/(Ri + Rj + RiRj/Rk) (A2) 

where the subscript k represents v, £, and w, respectively, corre
sponding to ij = wC, wv, and v(, and 

R, = (1 - «„)/[e„(l ~ tvu)] 

Re= (1 - e , ) / M l - e„t,)] 
Rw = 1/(1 - tuee) + (1 - eJA„, (A3) 

In the present analysis which treats the vapor and droplet medium 
as optical thin, the second order term tute is an approximation. They 
can be separately expressed by 

e„ = 1 - exp (-auLm) and t( = 1 - exp (-aeLm) (A4) 

where L,„ is the mean beam length [11], and for the present system, 
Lm is equal to the hydraulic diameter D/,. 

The effect of radiation contributions which are given in equation 
(Al) on the overall heat transfer between the wall and the vapor-
droplet medium can be accounted for by treating the radiation heat 
transfer as uniformly distributed heat sink or source in each individual 
medium. This is, to define volumetric heat fluxes, 4>wt, 4>wo, and <$>ui 
which are related to the heat fluxes of equation (Al) by a multiplier 
4/D/,, and are expressed in equation (26). 
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The Interaction of a Hot Gas Flow 
and a Cold Liquid Spray in 
Channels 
The coupled interaction of cold liquid sprays and a hot gas stream is analyzed. The effect 
of liquid droplets introduced into a hot gas stream flowing in channels of constant and 
of varying areas is investigated as a rapid cooling process for a hot gas discharge. The ef
fects of spray distribution, duct geometry, and wall friction are examined. Variations of 
gas and liquid spray properties such as gas temperature and velocity, droplets velocity, 
temperature, and distribution are presented as a function of distance along the duct in 
the direction of flow. The effectiveness of this rapid cooling process for a hot gas flow is 
assessed. 

Introduction 

In the present work we study the interacting effects of sprays of 
cold liquid droplets introduced into a high temperature gas stream 
moving in an adiabatic duct. The effects of spray distribution, duct 
geometry, and wall friction are included in the analysis. Changes with 
time in gas temperature, velocity, and pressure are evaluated along 
with the history of the droplets at various locations in the duct. The 
analysis and results presented in [l]1 excluded these effects and 
therefore, the present work is considered a more representative model 
in studying the coupled changes in the properties of the flowing gas 
and the liquid droplets in the duct. Applications of such a problem 
exist in the need for a rapid cooling process of a hot gas discharge into 
or from ducts or nozzles and in the prediction of the reacting mixture 
temperature in flowing chemically reacting systems. 

Inasmuch as the problem considered here involves a hot gas flow 
and cold liquid sprays, the analysis is applicable as well to the inter
action of a cold gas and cold sprays. Such a problem arises in the in
duction system of the internal combustion engine. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the AIChE-ASME Na
tional Heat Transfer Conference, San Francisco, Calif., August 10-13, 1975. 
Revised manuscript received by the Heat Transfer Division January 12,1976. 
Paper No. 75-HT-37. 

Analysis 
In the analysis which follows, the droplets are assumed to be 

spherical and the flow involves a one-dimensional quasi-steady 
transport of heat and mass with no shattering of the droplets, no liquid 
deposition by migration or settling on the duct walls, and nonreacting 
system. Because the analysis invokes adiabatic ducts in which the gas 
temperature and velocity are uniform across each section of the duct, 
the effects of viscous dissipation and gaseous radiation on the mixed 
mean gas temperature are not important, and, hence, they are ignored 
along with thermal diffusion. The effect of direct radiation inter
change between the duct walls and the liquid droplets on the gas and 
spray properties was evaluated and was also found to be insignificant 
relative to the convective processes. 

It is known [2] that shattering of droplets does occur for values of 
Weber number (2rdpgU

2/a) » 20 and that spherical droplets will re
main spherical if they seldom collide with each other, so that colli
sion-induced oscillations are viscously damped to a negligible am
plitude for most drops. However, the uncertainties associated with 
the various assumptions that could be invoked on the formation of 
new droplets and on coalescence such as droplet shape, degree of os
cillations and damping, manner of droplets shattering, etc., overwhelm 
any accuracy one might attempt to obtain. Therefore, the assumptions 
of spherical droplets with no coalescence (and, hence, thin sprays) are 
invoked in the present analysis. 

Gas Stream Conditions. The gas stream conditions namely 
temperature, velocity, pressure, and density are evaluated locally from 
the conservation equations which follow, and they are written for the 
control volume shown in Fig. 1. 
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Fig. 1 The model used in the study 

CONVERGENT 

Energy Equation. 

V2 Vh 
m„i (fcgl + - ^ j + 2 rfldi ( / ld l + - y i ) 

+S[S M - ( ' -+T)] . 

= mg2 

(1) 

In equation (1), the last term represents changes in the sensible heat 
and in the kinetic energy of the sprays within the control volume. 

Momentum Equation. The momentum equation when applied 
to the gas mixture including the droplets can be written in the fol
lowing form 

i V t i + - P l + P 2 ) (A2 - AO + mglVgl 

= PzA2 + mg2Vg2 + 2 Drag + ? (2) 
In 2 Drag, we lump the total drag forces exerted by the gas on the total 
number of the droplets. Such forces which are evaluated and discussed 
later on in the analysis may be represented by 

£ D r a f r = i ; ( C d A M p / m y j ; (3) 

? is the frictional force between the gas and the duct wall expressed 
as 

•f Tw^w (4) 

Continuity Equation. Prom the law of conservation of mass we 
can write 

rhgi + 2 rhd\ = mg2 + 2 rhd2 + ~r 2 m j , (5a) 
at 

dt 

mS2 — m,gi = w 

2 rrida = 2 rhdi - 2 rhdi - w 

(5b) 

(5c) 

Equation of State. When a mixture of gases is treated as a perfect 
gas mixture the equation of state can be stated in the form 

Pfm l RT \fm 
(6) 

The local enthalpies of the gas mixture hg\ and hgi are taken equal 
to CpiTgi and cp2Tgi respectively where cp is a mass weighted mean 
specific heat between the hot gas and the evaporated liquid. The 
properties of the diffusing vapor were evaluated at the arithmetic 

• N o m e n c l a t u r e -

A = area; Ad = droplet surface area; 'Aw = 
wall area 

Cd = drag coefficient; cp = specific heat at 
constant pressure 

D = mass diffusivity of the vaporizing liquid 
F = friction factor = TWl(plmV2l2) 
G/L = gas to liquid ratio on a mass basis 
h = heat transfer coefficient; hg = enthalpy 

of gas; hd = enthalpy of droplet 
k = thermal conductivity; km = mass transfer 

coefficient 
M = mass of droplet; rhg = mass flow rate of 

gas; rhd = mass flow rate of droplets of one 
size; 2 rhd - total mass flow rate of drop
lets summed over all sizes 

M = molecular weight 
Nu = Nusselt number defined in equation 

(14) 
P = pressure; Ps = static pressure 

Pr = Prandtl number = (cpn/k)fm 

Qd — heat received at droplet surface 
R = universal gas constant; RM, rm = mass 

mean droplets radius, rd = drop radius, 
rj,o = initial droplet radius 

Re = Reynolds number = 2TAU Pjmlvfm 

Sc = Schmidt number = f-,JD pfm 

Sh = Sherwood number defined in equation 

(9) 
T = temperature; Tg, TQ = gas temperature; 

T = (Tg + Ti)/2; t = time 
U = velocity difference between gas and the 

droplet 
Vg, VG = gas velocity; Vd, VD = droplet ve

locity 
w = vaporization rate 
X = latent heat of vaporization 
y = DMf Sh Pld alIRT 

h - vapor film thickness 
M = viscosity; droplet size in microns 
p = density 
a = surface tension; ag = Geometric stan

dard deviation 
TW = wall shear stress 

Subscripts 

d, D = pertaining to droplet; droplet surface 
/ = vaporizing liquid vapor 
fm = pertaining to the gas and vapor mixture 
Id = liquid at surface of droplet 
I = liquid 
s, S = gas static conditions 
a = pertaining to the mass of droplets within 

the control volume 
g, G = gas 
cs = cross sectional 
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mean temperature of the gas and the particular category of the 
droplets. Relations to compute the weighted mixture properties are 
presented in reference [3]. 

History of Liquid Droplets. Relations pertaining to the evalu
ation of the vaporization rate, temperature, velocity, Nusselt number, 
and the new size of the droplets as they move in a gas have been de
rived and presented before [1-11]. As the model used in the present 
analysis for the liquid droplets is that discussed in references [1,3], 
we, therefore, present here only certain appropriate relations required 
in the present analysis. 

Mass Transfer. The mass transfer rate from the droplet is ex
pressed by the following expressions [1, 3, 4] in which the driving 
potential is the concentration gradient 

dM/dt = (4/3)ird(Pl,r
3
d)/dt = w = ?* M'rd a Sh Pu (7) 

Pld \Ps - Pj 

and Sh is given by the known Ranz-Marshall relation (6) 

ZrdRTK„, 

DMf 

The approximate relation 

2 + 0.6 (Sc)1''3(Re) 1/2 

r2d = r2d,o ~ 2yt 

(8) 

(9) 

has been used in the literature [11] to represent the variation of the 
droplet radius with time. Such a relation can be obtained from 
equation (7) by allowing the liquid density and the quantity DMf a 
Sh P\d/2RT to be constant and then integrating the equation. Fig. 
8 compares the droplet radius as obtained from equation (7) and from 
the approximate relation given by equation (9). 

Heat Transfer. In the absence of radiation, the heat transfer rate 
Qd reaching the droplet is equal to the total heat transfer rate toward 
the droplet reduced by the amount needed to superheat the diffusing 
vapor. It has been shown to be given in the following form [1, 3, 4] 

whe 

3d = hAd(Tg - TX)Z 

Z = z/(e* - 1) 

(10) 

(11) 

Z represents the ratio of the heat that would be conducted to the 
surface with pure convection heat transfer and no mass transfer, to 
the heat transfer with convection and mass transfer. The expression 
for z is 

cP,f° 

with 

4xrrf(rd + S)kfm 

S = 2rd/(Nu - 2) 

(12) 

(13) 

In equation (10) the average heat transfer coefficient, h, is expressed 
by 

2rdh 
Nu> - = 2 + O.GiPryHne)1'2 (14) 

«/m 

The total heat transfer from the gas will then be equal to that ex
pressed by equation (10) summed over the total number of the 
droplets. 

An energy balance on the liquid droplet yields the following ex
pression for the change in the droplet temperature. 

dT\ 

dt 
z ^ = -^~(Qd-wX) 

Mc, 
(15) 

P.i 

From equation (15) we conclude that the droplet temperature de
creases or increases with time depending on whether Qd is less or 
greater than wX (the heat transfer carried by the vapor). When wX 
is equal to Qd, the droplet experiences no change in temperature. This 
equilibrium temperature represents the wet bulb temperature. 

Momentum Transfer. The aerodynamic drag force acting on the 

droplet will force the velocity of the droplet to approach that of the 
flowing gas. For a spherical droplet we have 

Drag force = — M 
dVd 

dt 
Ml 

^dA-csPfm 

dVd 

dt 
-?c„ Pjm m 

(16) 

(17) 
Pi rd 

where Cd is the drag coefficient and taken for evaporating droplets 
as [7, 12] 

Cd = 27(Re)- (18) 

which gives excellent results for the Reynolds number below 400, and 
U is the velocity difference between the gas and the droplet. 

Droplet Size Distribution. For convenience, as was done in [1] 
a logarithmic normal distribution function was used to describe the 
droplet sizes and mass distribution. Five sizes were arbitrarily chosen 
from the log-normal scale such that the percent of drops smaller than 
a given radius is equal to 10, 30, 50, 70, and 90 percent. Taking these 
sizes, the number of drops were chosen such that each size constitutes 
20 percent of the total liquid mass. 

Results and Conclusions 
The method of solution used in the present study follows the one 

described in [1] and is outlined as follows. The gas path was broken 
into small increments of length. The size of the increment varied from 
2.54 X 10~6 cm near the entrance of the duct to 0.127 cm away from 
the entrance. At each increment, the droplets velocity, size, vapor
ization rate, temperature, and Nusselt number were calculated using 
equations (7)-(18). At the same location the gas mixture properties 
were calculated using equations (l)-(6). Numerical evaluation of these 
properties was achieved by iteration from these equations. 

Representative results are shown in Table 1 and in Figs. 2-8 for a 
mixture of a product of combustion from a gas turbine and liquid 
water sprays. The mixture is considered flowing in a channel of 34.54 
cm in entrance diameter, and for the case of the diverging channel the 
diameter increased at the rate of 0.76 cm/cm in length while for the 
converging channel the diameter decreased at the rate of 0.36 cm/cm 
in length. 

In Table 1, the droplets size, distribution, and percent of total liquid 
mass in each category are shown for various locations along the duct.2 

It can be seen that as the whole liquid gas mixture moves in the 
channel, the percent of mass of droplets having radii below the mean 
radius decreases while droplets having radii larger than the mean 
occupy a greater percentage of the liquid mass. The table shows such 
a behavior for one spray distribution with a mean radius rm of 25 
microns and a geometric standard deviation of 2.3. Other spray dis
tributions behaved in a similar way. The numbers shown under 
droplets distribution represent the manner in which the liquid sprays 
are injected into the gas to give the initial liquid to gas mass ratio. The 
table shows also that at the initial stages of evaporation (at a time 
while the droplets are still warming up at a fast rate near the entrance 
of the duct), the droplets undergo a thermal expansion, and hence, 
their radii slightly increase although their mass is decreased due to 
the loss of mass by vaporization. 

Figs. 2-4 show the behavior of the gas and droplets velocities along 
the duct for the three geometries considered. In the constant area and 
in the divergent channel cases, the finer droplets, after accelerating 
to a velocity equal to that of the gas, they decelerate at a slower rate, 
and hence, they maintain for sometime a velocity greater than that 
of the gas. This behavior is more pronounced in the divergent channel. 
The initial decrease in gas velocity in the convergent channel (Fig. 
4) is attributed to the dominating total drag force on the droplets 
being greater than the contribution to the increase in gas velocity from 

2 The duct is divergent and the conditions are stated at the end of 
Table 1. 
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Table 1 Droplets size, distribution and total mass in each category along 
the duct 

r = 25 V 

//////// 

Drop S i z e 
(Mic rons ) 

8 .59 
1 6 . 1 6 
2 5 . 0 0 
38 .68 
72 .72 

8 .70 
16 .29 
2 5 . 1 5 
38 .86 
72 .95 

5 .93 
1 3 . 4 5 
2 2 . 4 6 
3 6 . 6 6 
7 2 . 6 3 

4 .04 
11 .37 
19 .62 
3 3 . 0 3 
6 7 . 6 4 

1 .81 
1 0 . 3 6 
1 8 . 6 8 
3 1 . 4 8 
6 5 . 3 0 

0 .0 
8 .42 

1 7 . 4 2 
30 .50 
6 3 . 2 5 

0 . 0 
0 . 0 

1 1 . 3 6 
2 5 . 8 8 
6 0 . 0 6 

0 . 0 
0 . 0 
4 . 8 3 

20 .97 
5 6 . 5 7 

Gas t o L iq 

°G = 2 

Drops 
D i s t r i b u t i o n s 

26401551 
3972471 
1072568 

289593 
43573 

26401551 
3972471 
1072568 

289593 
43573 

26401551 
3972471 
1072568 

289593 
43573 

26401551 
3972471 
1072568 

289593 
43573 

26401551 
3972471 
1072568 

289593 
4357.3 

0 
3972471 
1072568 

289593 
43573 

0 
0 

1072568 
289593 

43573 

0 
0 

1072568 
289593 

43573 

l i d R a t i o , G/L 

V 

3 

P e r c e n t of 
T o t a l Mass 

20 .000 
20 .000 
20 .000 
20 .000 
2 0 . 0 0 0 

19 .994 
2 0 . 0 0 0 
20.0Q1 
20 .002 
2 0 . 0 0 3 

9 .466 
1 6 . 5 8 0 
2 0 . 8 5 0 
2 4 . 4 7 6 
2 8 . 6 2 8 

4 . 4 1 1 
1 4 . 7 5 0 
20 .467 
2 6 . 3 5 1 
3 4 . 0 2 1 

0 . 4 8 3 
13 .504 
2 1 . 3 6 3 
2 7 . 6 1 0 
37 .040 

0 . 0 
8 . 7 0 1 

20 .817 
30 .096 
4 0 . 3 8 6 

0 . 0 
0 . 0 
9 .829 

3 1 . 3 4 1 
5 8 . 8 2 9 

0 . 0 
•0.0 
1 .133 

25 .037 
73 .830 

= 1.76 l b o 
l i q u i d 

= -222 .5 m/s 

D i s t a n c e 
cm 

0 

1 

1.66 x 10 

1.23 

5 .04 

8 .85 

1 4 . 5 6 

3 5 . 5 1 

5 4 . 5 6 

f g a s / l b of 
m 

Duct inlet diameter 
Duct divergence rate. 

T = 1821 °K 

P = 19 x 105 N/m2 

s 
F =0.04 

= 34.54 cm 
= 0.76 cm increase in 
diameter/cm in length 

//////// 

INITIAL CONDITIONS 

G/L = 1.76 
V9 = 222.5 M/SEC 
Tj =1821 *K 

PS = ISx 10s N/M2 

RM = 50>u. 
&a = 2.3 

-T r 
10 

DISTANCE ALONG THE DUCT, CM 

Fig. 2 Droplets and gas velocity along the duct (constant area duct) 

Also shown in Fig. 5 is a curve representing the gas temperature when 
the initial droplets mean radius is 25 fan while the initial liquid to gas 
ratio is maintained the same. The curve verifies that a spray distri
bution of finer droplets is more effective in cooling a hot gas dis
charge. 

In Fig. 6, the droplets temperature along the direction of flow is 
shown. It is interesting to note that the droplets experience a peak in 
their temperature within the first 5 cm in the duct. As the hot gas 

droplets vaporization and from area change. For the length and con
vergence of the duct considered in this study, the droplets were always 
at a lower velocity than that of the gas. 

Fig. 5 compares the gas temperature in the direction of flow for 
constant area, diverging, and converging channels. The results reveal 
that the convergent channel cools the hot gas faster than the other 
two cases considered; a result which can be expected in view of the 
additional cooling provided by the expansion of the gas in the channel. 

220 -

ISO -

o 
< J 4 0 -

V
E

LO
C

IT
Y

 

o
 

2 0 -

\ / G A S VELOCITY 

\ , , v 

A*/ 
/ \ ^ 
' \ \ 
i V \ / 

1 ' s^ 

/ 32 .32^ 

^ 145.45,, 

INITIAL CONDITIONS 

G/L = 1.76 
Vj = 222.5 M/SEC 
Ts =1821 "K 

Pi = 19 X 10* N/M2 

RM = 50>«. 
do = 2.3 

/ 5 0 . 0 ^ 

^ 77.36 fi 

~ ~ - - ^ r ^ ^ ~~ ^ ^ ^ ~—~-

50 10 20 30 40 

DISTANCE ALONG THE DUCT . CM 

Fig. 3 Droplets and gas velocity along the duct (divergent duct) 
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INITIAL CONDITIONS 

G/L = 1.76 
V9 = 222.5 M/SEC 

/ / I 7 . l 0 t 

DISTANCE ALONG DUCT, CM 

Fig. 4 Droplets and gas velocity along the duct (convergent duct) 

draws cold liquid droplets within it, the droplets heat up experiencing 
a sharp change in temperature. During that period, the quantity Qd 
is larger than the product of w\. As the gas continues to cool down, 
the droplets experience a lower heat input from the gas such that Qd 
< wX. In this case the droplets temperature starts decreasing and 
hence exhibits the peaks shown. Following that the temperature 

550 -

-
500 -

4 5 0 -

. 

400-

• 

350" 

300 -

" 

Tg = 1821 *K 

Ps = 19 X I05 N /M* 

RM = 50/x 

da = 2.3 

,-17.19 # 

/ DIVERGENT CHANNEL p ALL SIZES 

K^^ . I 
RM =145.45 A ~~~~f 1 4J-

/ 'CONVERGENT CHANNEL 
CONSTANT AREA CHANNEL 

DISTANCE ALONG THE DUCT, CM 

Fig. 6 Droplets temperature along the duct 

continues to decrease approaching the wet bulb temperature of the 
droplets. Information of this sort, as was stated before, is considered 
very significant in the analysis and calculation of the chemical reac
tions in flowing chemically reacting systems. 

It is important to note that the effect of including wall friction 
through a friction coefficient of 0.04 did not have a significant effect 
on the behavior of the cooling spray and on the gas and droplets ve
locity and temperature. The gas velocity for the case with friction (F 
= 0.04) was found at 60 cm from the entrance to be 1.4 percent higher 
than that with no friction for the constant area channel. This might 
seem to be unusual, however, we like to indicate that, although the 

INITIAL CONDITIONS 

INITIAL CONDITIONS 

G/L = 1.76 
V, = 222.3 M/SEC 
Tj =1821 'K 

Pi = 19 X 10* N / M 1 

Do = 2.3 

T " 
10 20 30 40 60 

DISTANCE ALONG THE DUCT, CM 

Fig. 5 Gas temperature along the duct 

2 4 -

2 2 . 

20-
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16-
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G/L = 1.76 

V j = 222.5 M/SEC 

Tg= 1821 *K 

Ps = 19 X I0 5 N /M 2 

RM = 50.U. 
tfe = 2.3 

DIVERGENT CHANNEL —j 

/ F = . 0 4 y 

F=0 - / 

: ^ ^ \ ^ 

CHANNEL — ^ ^ \ / 

\ X ^ 
F = . 0 4 - > \ 
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# 

DISTANCE ALONG THE DUCT, CM 

Fig. 7 Static pressure along the duct 
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\ \\ 

DROPLET SIZE IS GREATER THAN ORIGINAL 

DUE TO THERMAL EXPANSION 

: PRESENT WORK. Eq. 7 

Eq. 9 

INITIAL CONDITIONS 
G/L= 1.76 
V, = 222.5 M/SEC 
Tg = 1821 "K 

. INITIAL RADIUS Ps = la x |05 N /M 2 

145.45 / t RM = 50/i 
( \ da = 2.3 

DUCT AREA IS CONSTANT 

10 20 30 40 ! 

DISTANCE ALONG THE DUCT, CM 

Fig. 8 Droplets radius along the duct 

flow cannot be considered totally Fanno flow, in Fanno flow an in
crease in friction is accompanied by an increase in velocity when the 
flow is subsonic. 

Fig. 8 shows that the approximate relation r2d = r2d,o — 2yt can 
reasonably predict the droplet radius away from the duct inlet. Near 
the duct inlet, there exists a steep rise in droplets temperature with 
time (or distance). Because of that, and because the liquid and gas 
properties were considered temperature and pressure dependent, the 
rapid thermal expansion of the droplets led to droplets radii larger 
than the initial values; see Table 1. As evident, equation (9) cannot 
predict this thermal expansion and the overshoot in the radii of the 
droplets. 

Finally, it can be stated that the present analysis further shows that 
the spray cooling process investigated here is an effective method for 
the rapid cooling of a hot gas discharge. 
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A Numerical Solution of Entrance 
Region Heat Transfer in Plane 
Couette Flow 
A numerical procedure has been developed to solve the problem of entrance region heat 
transfer in steady, plane Couette flow of an incompressible viscous fluid. The formulation 
includes the effects of additional pressure gradient and viscous dissipation. The analysis 
leads to an eigenvalue problem which is solved numerically by an adaptation of Rutishau-
ser technique. Numerical results are presented for two sets of boundary conditions: (i) 
fixed but different temperatures at the lower and upper plates and (ii) fixed temperature 
at the lower plate and zero flux at the upper plate. The effects of additional pressure gra
dient and viscous dissipation on the spatial development of temperature profile and Nus
selt number are shown. For (i), Bruin neglected viscous dissipation and obtained an ana
lytical solution of the energy equation. However, due to the difficulty in computing higher 
eigenvalues, the solution was truncated to a few terms. Besides avoiding this difficulty, 
the present approach offers computational simplicity and yields highly accurate results. 
A comparison of present results with those of Bruin shows that the latter are significantly 
in error. To confirm the accuracy of the numerical procedure, the method is tested for slug 
flow model which admits simple analytical solution. Excellent agreement is exhibited be
tween numerical and analytical results throughout the entrance region. 

Introduction 

Entrance region heat transfer in fluid flow systems with moving 
boundaries is of interest in many industrial applications e.g., heat 
transfer in bearings, thermal pasteurization of liquid foods, etc. Recent 
representative studies of entrance region plane Couette flow are [1-5].: 

In [1] consideration is given to the case of zero pressure gradient, and 
developing velocity profiles are predicted using finite difference 
analysis. The numerical solution of Hatton [2] is concerned with the 
prediction of Nusselt number for turbulent flow conditions and zero 
pressure gradient. These results cover two sets of boundary conditions; 
first, plates with unequal temperatures and second, plates with une
qual heat fluxes. Recently, Sestak and Rieger [3] considered laminar 
Couette flow in the absence of pressure gradient and obtained ana
lytical solutions for developing temperature and Nusselt number 
profiles for four combinations of uniform temperature and zero heat 
flux boundary conditions. 

The effect of additional pressure gradient was introduced in the 
analysis of Hudson and Bankoff [4] who treated the case of plates at 
equal temperatures different from that of entering fluid. The solution 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 26, 1976. Paper No. 76-HT-CCC. 

of the resulting Sturm-Liouville problem was obtained by computing 
the first five eigenvalues and eigenfunctions using numerical inte
gration. The same problem for unequal plate temperatures was 
studied recently by Bruin [5]. The flow situation was the same as 
depicted as an insert in Fig. 1. For P = 0, he employed Laplace 
transformation, and obtained the solution in terms of Airy functions; 
while for P ^ 0, the solution was expressed in terms of confluent 
hypergeometric functions. However, in solving the subsequent 
Sturm-Liouville problem, computational difficulties were encoun
tered in obtaining higher eigenvalues and expansion coefficients, and 
the solution had to be truncated to a few terms. As demonstrated later 
in the paper, this truncation introduces significant errors in the re
sults. Furthermore, his results cover only the case of specified tem
peratures at the plates. 

In all the aforementioned studies the effect of viscous dissipation 
was omitted. The present paper deals with a numerical approach to 
entrance region heat transfer in plane Couette flow and has three 
distinct merits. First, the formulation includes the effects of both 
pressure gradient and viscous dissipation. To the authors' knowledge 
this has not been attempted so far. In certain applications, informa
tion about the simultaneous effect of pressure gradient and viscous 
dissipation on heat transfer could be more useful. Second, the ei
genvalues and eigenfunctions'of the Sturm-Liouville problem arising 
in the analysis are obtained numerically by an adaptation of Ru-
tishauser technique [6, 7]. This overcomes the shortcoming of the 
Bruin solution [5] and gives highly accurate results even for a mod-
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T0 / V U < Y ) 

•T1 = T0 
'0 1 -X 

P=2 
Numerical solution 
Bruins solution [5] 

« 

0.A 

0.2 

u= y[i + p ( i - Y)] (1) 

1.0 

Fig. 1 Developing temperature profiles in Couette flow for boundary con
ditions A and P = 2 (Ec Pr = 0, <j> (0 , Y) = 0) 

erate size grid. The accuracy of the numerical procedure is confirmed 
by applying it to slug flow model which admits simple analytical so
lution and by comparing the numerical and analytical results. Third, 
the method can handle other boundary conditions and is potentially 
suitable for many thermal entrance problems. To demonstrate the 
capability of the method, results are presented for two sets of 
boundary conditions: (i) specified temperatures at the upper and 
lower plates, and (ii) specified temperature at the lower plate and zero 
flux at the upper plate. 

Analysis 
Problem Description. The typical physical situations analyzed 

are shown as inserts in Figs. 1 and 2. In Fig. 1 the plate temperatures 
are T\ and T-i while in Fig. 2 the lower plate is at temperature T\ and 
the upper plate has zero flux. These boundary conditions are hereafter 
referred to as boundary conditions A and boundary conditions B, 
respectively. In both cases the lower plate is stationary but the upper 
plate moves with a uniform velocity, V. The fully developed velocity 
profile in dimensionless form can be written as [8] 

where the dimensionless parameters are as defined in the Nomen
clature. 

Neglecting streamwise conduction compared with streamwise 
convection, the simplified energy equation for steady flow of constant 
property fluid becomes 

d2T . n ,du\* 

dx dy2 pc fry) (2) 

which is the same as in [5] except for the additional viscous dissipation 
term. To solve equation (2) we define 

and further 

T-T0 

AT 

, - i > 

(3) 

(4) 

where \p is a function of y alone and AT = T2-T0 for boundary con
ditions A and AT = Ti - T0 for boundary conditions B. Introducing 
equations (1), (3), and (4) into equation (2) and using dimensionless 
parameters (See Nomenclature) there results 

rrdd d2B d2d> 
f / ^ = ̂  + ^ + E c P r [ 1 + P ( 1 - 2 y ) ] 2 

If \[/ is chosen such that 

— + Ec Pr [1 + P ( l - 2 Y)]2 = 0 
dY2 

then equation (5) reduces to 

d6 _ d26 

dX ~ dY2 

(5) 

(6) 

(7) 

The solutions of equations (6) and (7) are to be obtained subject to 

Y = 0,X>0,6 = 0,^ = 0 

Y=i,x>o,e = o,x = i 

X = 0, 0 «: Y « 1, 6 = 0(0, Y) - <P(Y) 

boundary conditions A and 

Y = 0, X> 0,8 = 0, *p=l 

d6 di/ 
Y = 1 , X > 0 , — = o, — = 0 

dY dY 

X = O , O < Y « 1 , 0 = 0(0, Y) - i(Y) 

boundary conditions B. 

(8a) 

(86) 

(8c) 

(9a) 

(9b) 

(9c) 

•Nomencla ture-

a = distance between the plates 
c = specific heat 
Cj = ;'th expansion coefficient, equation (16) 
D = coefficient matrix, equation (14) 
D ' = transpose of D 
Ec = Eckert number, V2/c AT 
/ = function of X, equation (10) 
8 = function of Y, equation (10) 
g = eigenvectors associated with D 
gij = ith element of Jth eigenvector 
h = heat transfer coefficient 
k = thermal conductivity 
Nu = Nusselt number, ha/k 
p = pressure 

P = dimensionless pressure gradient, —a2 

dp/dx/2 nV 

Pe = Peclet number, Va/a 
Pr = Prandtl number, nc/k 
s = eigenvectors associated with D ( 

sij = tth element of ,/th eigenvector 
T = temperature 
u = fluid velocity in x -direction 
U = dimensionless velocity, u/V 
V = velocity of upper plate 
x = streamwise coordinate 
X = dimensionless x coordinate, x/a Pe 
y = transverse coordinate 
Y = dimensionless y coordinate, y/a 
a = thermal diffusivity, k/pc 
0,4' = dimensionless temperature, equation 

(4) 

0 = dimensionless temperature, (T — T0)/AT 
X; = ;'th eigenvalue 
tt = dynamic viscosity 
P = density 

Subscripts 

0 = entrance, x = 0 
1 = lower plate 
2 = upper plate 
i = general grid point 
m = cup-mixing 
X = local 
00 = limiting 
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Solution Method. The solution of equation (6) is straightforward. 
The function 0(0, Y) represents the fully developed temperature 
profile resulting from viscous dissipation in the preceding hydrody-
namic entrance region (X < 0). This is obtained by setting dT/dx = 
0 in equation (2) and solving it subject to, for example, constant 
temperature T0 at the plates. Equation (7) is analogous to that of 
Bruin [5] who solved it analytically for boundary conditions A. As 
mentioned earlier, the solution was truncated to a few terms owing 
to difficulties in computing higher eigenvalues. As demonstrated later, 
the truncated solution is significantly in error particularly at low 
values of X. To overcome this shortcoming and to obtain highly ac
curate results, a numerical procedure was adopted to solve equation 
(7). 

Utilizing the method of separation of variables by writing 6 = / (X) 
g (Y), equation (7) separates into 

gu f 
where primes denote differentiation. The solution is 

' = ZC;&(Y)exp(-X,.X) 

(10) 

(11) 

where A;, gj (Y), and Cj are to be determined. Writing the equation 
for g in finite difference form using central differences with grid size 
AY, one obtains for point i 

-Digi-1 + 2Digi-Digi+l = \gi i=l,2,...n (12) 

with 

1 
D: 

(AY)2U, 
(13) 

Applying equation (12) at n points, a set of algebraic equations in 
matrix form is obtained as 

D g = Af (14) 

where D and g denote respectively the coefficient matrix and the ei
genvectors. At any point i, 

d = £ Cj gij exp (-\jX) 
J 

(15) 

— P=0 
— P=2 
xxxSestak and \ x 

Rieger[3] ^-^.TJ.OT 

Fig. 2 Effect of pressure gradient on developing temperature profiles in 
Couette flow with boundary conditions B (Ec Pr = 0, <j> (0, Y) = 0) 

In equation (15), gij is the ith element of the j t h eigenvector. Since 
D is unsymmetric, its eigenvectors are not orthogonal. The eigenvalues 
of D are obtained by successive application of LR transformation 
based on Rutishauser method [6]. Subsequently, the corresponding 
eigenvectors are determined by gaussian elimination. To determine 
Cj, the foregoing is applied to the transpose of D i.e., D{. The eigen
vectors of D and D ( possess the orthogonal property and thus, 
applying the initial condition at point i, that is X — 0,0; = tfi ~ 'Pi (see 
equation (8c) or (9c)), the coefficients Cj can be obtained as [7] 

Cj = ~ ( L stj (0; - & ) ) / ( E Sijgi^j (16) 

where Sij represents the ith element oijth eigenvector of D ' . 
The solution for i/- can be readily obtained from equation (6) and 

boundary conditions on >p from equations (8a), (86) or (9a), (96) and 
added to 6 just obtained to give the temperature <j> in accordance with 
equation (4). The cup-mixing temperature 4>m is next calculated ac
cording to its usual definition 

£ U$dY 

s: 
(17) 

UdY 

In calculating 4>m the numerator in equation (17) was integrated using 
Simpson's rule. Finally, the Nusselt number is evaluated as [5] 

Nu„ 
<90 

(18) 
1 - <t>m dY | y = 0 o r i 

The derivative of <p can be obtained from the closed form solution of 
\p. The derivative of 6 is obtained numerically by using a Gregory-
Newton interpolating polynomial fitted to previously computed 0,-
values. 

Full details of the numerical procedure together with program 
listing are available in [9]. All computations were performed on HP 
2100S digital computer. 

Results and Discussion 
First, the results of the application of numerical procedure to slug 

flow model are presented. Since, in this case, the energy equation has 
an exact analytical solution, it serves to provide a check on the accu
racy of the numerical results. The results for Couette flow appear next 
and here, to conserve space, only selected results are shown. For 
boundary conditions A, the results presented pertain to the case of 
zero viscous dissipation. These results comprise a typical set of tem
perature profiles for P = 2 followed by results for the Nusselt number 
at the upper moving plate for P = 0 and 1. The aforementioned results 
are compared with the corresponding results given by Bruin [5], For 
boundary conditions B, two sets of temperature profiles are illus
trated, one for P = 0 and the other for P = 2. For P = 0, a comparison 
with the results of Sestak and Rieger [3] is made. The final set of re
sults shows the development of the Nusselt number at the lower plate 
for P = 0 ,1 , and 2, and here again, the case of P = 0 permits compar
ison with results from [3]. In addition, the effect of viscous dissipation 
with Ec Pr = 0.1 and 1 is shown for all three values of P. 

Validation of the numerical solution. For the physical situation 
of Fig. 1 consider the slug flow model. The upper plate is taken sta
tionary and U = 1, 0(0, Y) = 0. The equations governing 6 and \p to
gether with the appropriate boundary conditions are 

dO d2d 

dX ~ dY2 (19) 

Y = 0, X > 0 , 0 = 0 

y = i, x>o, e = o 

x = o, o < y < i, -*!> 

and 

d 2 ^ 

d Y2 = o; y = o, i/ = o, y = i, $ = i 

(20a) 

(206) 

(20c) 

(21) 
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Table 1 N u x , slug flow 

X Numerical Analytical 
0.01 6.069 5 .871 
0.02 4 .620 4 .495 
0.04 3.590 3.547 
0.08 2 .896 2 .898 
0.20 2 .294 2 .298 
1.00 2 .000 2 .000 

The solution for <p is\p = Y. The method of separation of variables 
gives the solution for 6. Thus, 

<l>=Y + 2 l:^^smniTYexp(-n2Tr2X) (22) 
n = l n IT 

To assess the accuracy of the procedure, the numerical solution for 
temperature distribution obtained with grid size of A Y = y12 (eleven 
eigenvalues) was compared with the analytical solution, equation (22). 
Excellent agreement was obtained which indicated high accuracy of 
the present procedure. As a further check, calculations were repeated 
with grid size of AY = %o (nineteen eigenvalues). The two sets of re
sults were graphically indistinguishable. A comparison of results for 
the Nusselt number appears in Table 1. In Table 1, the numerical and 
analytical values agree very closely. The maximum discrepancy at X 
= 0.01 is about 3 percent. The discrepancy is mainly due to the error 
in numerical computation of the temperature gradient at the plate. 

Temperature profiles. Typical sets of temperature profiles for 
Couette flow with boundary conditions A and B are shown in Figs. 
1 and 2, respectively. The grid size used is AY = V12. The eigenvalues 
obtained for boundary conditions A and B appear in Table 2. The 
number of eigenvalues equals the number of unknown temperatures 
at grid points. 

In Pig. 1 the dashed lines indicate the results of Bruin [5], On basis 
of the discussion in the last section, it seems logical to conclude that 
Bruin's results are significantly in error particularly at low values of 
X. As the fully developed condition is approached the discrepancy 
between the results ultimately disappears. As mentioned earlier, the 
deficiency in Bruin's results is due to the limitation on the number 
of eigenvalues which could be obtained from the characteristic 
equation involving hypergeometric functions. At low values of X, the 
higher eigenvalues contribute significantly to the solution, and the 
truncation there introduces large errors. Further confirmation of the 
accuracy of the present solution is evidenced from numerical results 
for X ~ 0 which reproduce the sudden change suffered by the fluid 
at the upper plate with a deviation of 10~4. 

Temperature results are now presented for boundary conditions 
B. Fig. 2 shows two sets of profiles for P = 0 and 2. The case of P = 0 
has been solved analytically by Sestak and Rieger [3] and this provides 
further opportunity for validation of the present method. In [3], the 
situation under consideration is referred to as Case C. It is shown in 
[3] that the eigenvalues in this case are the positive roots ofJ-2/a(\j) 

Table 2 Eigenvalues, Ay 

Boundary condi t ions A Boundary condi t ions B 

] 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

P = 0 
4126 
1883 
1219 

901.4 
713.9 
576.0 
439.4 
301.8 
176.9 

79.57 
18.83 
— 

P= 2 
1481 

747.8 
549.6 
485.0 
424.7 
343.8 
257.2 
173.7 
100.9 

44.94 
10.37 
— 

P= 0 
4126 
1883 
1219 

901.4 
716.2 
605.2 
500.4 
367.0 
235.1 
123.2 
43.37 

3.465 

P=2 
1481 

747.8 
550.1 
525.9 
462.5 
387.3 
301.8 
215.5 
136.3 

71.12 
25.26 

2.37 

2i 1 1 1 1 1 1 1.1 I 1 1 1 1 1 1 1 1 
0.01 0.1 1.0 

X 

Fig. 3 Effect of pressure gradient on the Nusselt number at the upper plate 
for boundary conditions A (Ec Pr = 0, <j> (0, V) = 0) 

= 0 which are tabulated in [10], and thus the analytical solution could 
be obtained to high accuracy. In Fig. 2 the solution [3] for P = 0 is 
indicated with crosses, and is seen to be in very good agreement with 
our results. The case of P > 0 has not been treated in the literature, 
and therefore no comparison is possible. However, the close agreement 
for P = 0 leads us to believe that the results for P = 2 are of similar 
high accuracy. 

Nusselt number. For boundary conditions A, the variation of the 
upper plate Nusselt number with longitudinal distance is presented 
in Fig. 3 together with prediction in [5], For both P = 0 and P ~ 1, the 
values from [5] are lower, compared to present results. For example, 
for P = 0 and X = 0.01, Bruin's solution underpredicts the Nusselt 
number by almost 40 percent. The error at P ~ 1 is smaller but still 
quite significant. As fully developed condition is approached, both 
results converge to the limiting values of 3.000 and 2.667 for P ~ 0 and 
P = 1, respectively. 

The effect of viscous dissipation which has so far been deferred will 
now be discussed in connection with the results for boundary condi
tions B. The variation of the Nusselt number at the lower plate with 
longitudinal distance is shown in Fig. 4 for P = 0, 1 and 2. For each 
P, three curves are shown tor Ec Pr = 0 (zero viscous dissipation), 0.1 
and 1. For Ec Pr = 0, results taken from [3] are indicated with crosses 
and are in complete agreement with present results. The effect of 
viscous dissipation is to reduce the Nusselt number and it is most 
pronounced at P = 2. The value Ec Pr = 1 is typical of bearings and 
pasteurization systems and it would appear that the neglect of viscous 
dissipation could introduce substantial errors in the calculation of 
heat transfer. 

Conc lus ions 
A numerical approach has been adopted to analyze entrance region 

heat transfer in plane Couette flow with pressure gradient and viscous 
dissipation. The Sturm-Liouville problem arising in the analysis has 
been solved numerically by Rutishauser method. This overcomes the 
difficulties encountered previously by Bruin [5] and yields highly 
accurate results. The method is capable of handling different 
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8 

0 1 I I I I L_l_L_U I I I I I I I I J 
0.001 OLOI 0.1 

X 

Fig. 4 Effect of pressure gradient and viscous dissipation on the Nusselt 
number at the lower plate for boundary conditions B 

bounda ry condi t ions a n d a p p e a r s to be potent ia l ly sui table for other 

t h e r m a l en t r ance p rob l ems . 
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Theoretical Determination of Band 
Absorption With Specific 
Application to Carbon ionoiide 
and Nitric Oxide 
Results are derived for infrared absorption in a fundamental manner directly from the 
basic spectroscopic variables. Comparison with the experimental data for carbon monox
ide and nitric oxide shows very good agreement. Further work is suggested which includes 
the effect of variable line spacing. 

Introduction 

In the study of thermal radiation the fundamental quantity is the 
spectral absorption coefficient from which the total band absorptance, 
and thus the radiative transport, may be obtained. In the present work 
expressions for these quantities are derived directly from the basic 
spectroscopic variables for a vibration-rotation band. 

In 1964, Edwards and Menard [l]3 used an exponential dependence 
for the mean line intensity to spacing ratio in conjunction with a 
statistical model for a band [2] to obtain results for the total band 
absorptance. Various limiting expressions were obtained in this work. 
In the intervening years several studies have utilized, altered, and 
expanded this proposal (e.g., [3-13, 25-27]). One remaining consid
eration, among others, is the determination of the absorption directly 
from the spectroscopic variables in a fundamental manner without 
recourse to arbitrary constants. It is this problem which is partially 
solved in the present work for a specified intensity distribution and 
molecular model. The results should be of special usefulness when 
absorption measurements are not available or are incomplete. 

Analysis 
We consider a vibration-rotation band composed of lines having 

the dispersion contour with the jth line described by an intensity Sj, 
a half-width bj and a line center ay. The band is assumed to consist 

1 Present Address: Assistant Professor Arya-Mehr University of Technology, 
Tehran, Iran. 

- Present address: Westinghouse Nuclear Center, Pittsburgh, Pa. 
:t Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the National Heat 
Transfer Conference, St. Louis, Missouri, August 8-11,1976. Manuscript re
ceived by the Heat Transfer Division August 7, 1975. Paper No. 76-HT-l. 

of two series of lines, called the R and P branches, which are equally 
spaced. The variation of the intensity of the lines in a vibration-
rotation band as a function of J is given by [14, 15]: 

Sj - S (n,J),(n+l,J±l) : 
J + 1 

J 
exp [-7,i«7(J + l)/kT] (1) 

where t]\ = hc [Be — ae(n + %)] with the vibrational quantum number, 
n, and the specified constants Be and ae [14, pp. 106-108]. The 
quantity So is determined from the relation for the integrated band 
intensity, a = fSjdJ which yields S 0 = ar\\lkT. In a previous study 
a simpler approximate variation was used for the intensity Sj, and 
results were then obtained for the absorption coefficient and the total 
band absorptance [6]. In the present study the quantum mechanical 
representation of the intensity will be used, namely equation (1), in 
determining the absorption coefficient and the band absorption.4 It 
should be noted that there are no arbitrary constants employed; all 
the quantities presented are evaluated a priori. 

Determination of Absorption Coefficient and Band Absorp
tance. The formal expression for the absorption coefficient for the 
band is obtained by summing the contribution from each line [28]. 
The result, using the intensity distribution given by equation (1) for 
equally spaced lines is 

aorn E J _ ! + _ ? ( 2 ) .— 
l(vo+mJ)2 + b2 (TO - mJ)2 + b2 

where 

4 We point out that the relation for S0, obtained herein, differs from the 
relation previously obtained [6]. This is a consequence of the approximate 
representation of the intensity that was used in the earlier work. Note, however, 
that the result for the optical depth u will prove to be identical in both stud
ies. 
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Vo = to - V2 (3a) 

V2 = [l-2XAn + l)]ue (36) 

, 3 = [Be + Be' - ae(n + lk) - ae'(n + %)] (3c) 

The spectroscopic constants are defined in [14, pp. 92-96, 106-108] 

with 6 equal to the line half-width. 

To evaluate the sums of these series the residue theorem is utilized 

[16] in conjunction with the following function of the complex variable 

z: 

/(* 
nb-q 

(l^)ZCOtM 
-w(.z+l)lkT -mz(z-l)/kT 

-+- (4) 
10 + »?3Z)2 + 6 2 ( l0 - 13Z)2 + 6 2 

This function is integrated over the contour consisting of the curves 

2 = pe±"r/4, with p varying from e to R, and the arcs z = ee'°, z = Reu, 

with 8 varying from —TT/4 to +x/4. Taking the limits of the resulting 

integrals as fl goes to infinity and e goes to zero and using the residue 

theorem yields 

kr^ 
VakT 

6XP i feT I -K \2-K
 l) \2 J J 

cosh/ 

X 

sinh 

\ 2TT 1 L2wkT\ir / J L 2 ^ T \ 7 r / J 

L21rfcT\T / J L27rfeT\7r / J J7 
(5) 

where the + sign refers to T > 0, the - sign to r < 0, and fi = 2irb/r)3 

and T = 2iri)o/i)3 = 2ir(co — i)2)/i)3.5 The contribution from the line in

tegrals is small for most cases of interest and has been neglected. 

Furthermore, the parameter rn/kT also proves to be small so that the 

absorption coefficient is given by 

kT = ± 
a t j i 

6 X P U T L2ir\2,r / \2ir) J 

2in]skT cosh /? — cos -

X [T sinh p - 0 sin T] (6) 

Using equation (6) it will be possible to obtain explicit results for the 

total band absorptance in terms of the basic spectroscopic variables. 

The total band absorptance A defined by 

A = XI[l"' KTX] d(u> — 772) (7) 

is the important parameter in the determination of the energy 
transport by thermal radiation. This quantity may also be written as 
follows: 

A = £ J (1 - e-«Tx) d(u> - m) 
„ = -» J(n-U2)va 

= — E j ( l - e - 'T" )dT 
2-7T n = —» «/(2n-l)ir 

E An (8) 

This form is particularly suitable for the evaluation of the total band 

absorptance when f! is small, that is, when the lines are effectively 

isolated.6 For this condition the expression for An is approximated 

by 

•K 'JO 
1 — exp 

-ynt-

1 + -

with 

and 

=0mJT"exp[~i1+^2)f]/o(f)df (9) 

T — 2xn, lo the modified Bessel function of order zero 

Jn ' 
OlVlX 

n\ exp {-[n2 + n]rii/kT) (10) 

There are several limiting cases for which useful relations for An 

and A may be obtained. (Recall that this is for small d.) First, for yn/3/2 

« 1, there results 

= y„7,3 exp {-yJP) [J0(y„/|3) + h(ynl&)\ (11) 

This result was previously obtained for absorption by a single Lorentz 

line [29]. Using the series representations for the modified Bessel 

functions in conjunction with the Euler-MacLaurin summation for

mula, we obtain the following result for small values of u/ft: 

2F~ L • \@J 
1 - 0.157 (-) + 0.028 ©'] (12) 

5 For jj3 ~ Be + Be' - d (for diatomic gases) we have fi = 2irb/2Be. It should 
be noted that broadening parameters have sometimes been defined as 4b/d and 
wb/d. 

6 Note that for fi very small, An corresponds to the line absorption. This is 
not true when fi is not small and under this condition equations (8) simply serve 
to define An. (However, under this condition we prefer to utilize equation (18) 
for the total band absorption.) 

.Nomenclature . 

A = total band absorptance 

b = half-width 

B = self-broadening coefficient 

Be = rotational constant 

c = speed of light 

d = spacing between lines 

Ei = exponential integral 

F = band parameter equal to (kTBe/hc)1/2 

h = Planck's constant 

/n = modified Bessel function of order zero 

J = rotational quantum number 

k = Boltzmann's constant 

kT = spectral absorption coefficient 

ku = spectral absorption coefficient 

Pa = partial pressure of absorbing gas 

PT = total pressure of mixture 

S = line intensity 

T = temperature 

u = optical depth 

x = pressure path length 

yn = defined in equation (10) 

z = complex variable 

a = integrated band intensity 

/J = broadening parameter 

y = Euler's constant 

TOi >?2, 13 = defined in equations (3a), (36), 

and (3c) 

171 = defined after equation (1) 

<s = defined in equation (18) 

T = dimensionless wave number 

OJ = wave number 

coj = center of spectral line 
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where the optical depth u = (ax/vs.) (mlkT)112 reduces to u = (ax/2) 
(hc/BekT)112. This is identical to our previous relation for the optical 
depth. The parameter F = (JJ3/2) (kT/m)1'2, which for ae = ae' = 0 
(cf. equations (3)), reduces toF = (kTBe/hc)m. This is also identical 
to the expression that was previously obtained for F [6].7 The linear 
dependence of the absorption for very small path lengths has been 
previously reported [1-6, 25], 

We may obtain another important limiting case directly from 
equation (11). For y„//3 » 1 (and also y„/3/2 « 1 as required by 
equation (11)) we use the asymptotic expansions for large values of 
the arguments of the modified Bessel functions. Then, using the 
Euler-MacLaurin summation formula the following "square root 
dependence" is obtained for the total band absorptance: 

— = 2 .06 / - t : - ) 
2F V 7T / 

1/2 
(13) 

The square root dependence has been previously reported [1-4,6, 25]. 
We now return to equation (9) and require that yjfi » 1. This 

yields 

A„ = 7!3 erf [(y^/2)1/2] (14) 

The total band absorptance may now be obtained by numerically 
summing the values of An specified by equation (14) or by using the 
Euler-MacLaurin formula to obtain 

— = 2 f " erf [(uPZe-zV2)m\ dZ 
2F J\ 

(15) 

For small values of u, the series representation for the error function 
may be used which yields8 

— : = 2 . 0 6 ( — j 
IF 

(16) 

This result may also be obtained from equation (14) (which requires 
that y„//3 » 1) by making the additional requirement that y„|3/2 « 
1. Note that these requirements are identical to those used in deriving 
equation (13), although they have been applied in reverse order. 
Hence, the two results, equations (13) and (16), should be identical 
and indeed they are. 

For very large values of u/3 an asymptotic relation may be obtained 
for the absorption utilizing equation (15). The result is 

2A/2hu>/3) 
2F 

(17) 

Recall that /3 is small so that equation (17) is limited to extremely large 
values of the optical depth u. 

The limiting cases given here have been obtained for small values 
of the broadening parameter /3. Another important condition corre
sponds to moderately large values of 13. For this condition the ap
propriate expression for the absorption coefficient is given by 

2rVskT L kT \2-K I J 

Substituting this result into the relation for the total band absorp
tance yields 

A_ 

2F 

For small values of u the total band absorptance varies linearly with 
u while for large values of u there is a (In u)1 / 2 dependence. The in-

A = 2 r 
2F Jo 

(1 - exp [-ut, exp (-£2)]) d£ = 2a (19) 

7 In our earlier study the approximate relation for the intensity resulted in 
an arbitrary constant, Di, which was set equal to unity. This value proves to 
be consistent with the results of this study—which does not employ any arbi
trary constants. 

8 The contribution to the integral over the range from z = 0 to z = 1 is small 
and has been included in this evaluation. 

tegral denoted by a has been numerically integrated and the following 
approximate expression has been given ([15], pp. 279 and 330; [18]): 

In (u/2) + 7 + -E!(u/2)][1 - exp (-u/2)]}1'2 
(20) 

where y is Euler's constant (0.577 . . .) and Er is the exponential in
tegral [17]. Additional discussion of the evaluation of the integral, 
equation (19), is given by Edwards and Menard [1] and Cess and Ti-
wari [4]. 

R e s u l t s and D i s c u s s i o n 
The preceding theoretical results give explicit relations for the total 

band absorptance for the vibrating rotator. Thus, the band absorp
tance and its derivatives may be obtained directly from the basic 
spectroscopic variables. Note that a general expression for the total 
band absorptance is obtained by combining equations (6) and (7). 

It is most convenient to have general results in the form of a di-
mensionless absorptance A/2F as a function of the optical depth u 
and the broadening parameter /3, and this is shown in Fig. 1. With this 
figure and the specified values for u, /?, and F, the total band ab
sorptance for infrared radiating gases is obtained. 

To evaluate the absorptance for a particular gas the values for u, 
ft, and F must first be determined. These have been defined in terms 
of basic spectroscopic variables and numerical values are presented 
in Table 1 for carbon monoxide and nitric oxide. The value of the 
integrated band intensity, a, for nitric oxide at 300 K is determined 
from the data at 273 K (cf. Table 1) by using an inverse temperature 
variation. Also, the value of bo/2Be specified in Table 1 is multiplied 
by Pe (atm) to obtain the dimensionless value for b/2Be. Pe = PT + 
(B — l)Pa, with the total pressure of the mixture equal to PT, the 
partial pressure of the absorbing gas equal to Pa, and the self-
broadening coefficient equal to B (cf. Table 1) [20, 23]. 

The total band absorptance may now be directly determined and 
the results for the 4.7 jim fundamental band of carbon monoxide are 
presented in Tables 2 and 3. The theoretical results are seen to be in 
very good agreement with the experimental data of Burch and Wil
liams [21] and Abu-Romia and Tien [19]. In Table 4, a comparison 
is made between the theoretical results and the experimental data of 
Green and Tien [22] for the 5.35 iim fundamental band of nitric oxide 
and good agreement is obtained. For completeness we point out that 
there is a significant variation in the experimental values reported 
for the integrated band intensity of nitric oxide. These results have 
been tabulated in reference [26] and we have used the value of 132 
a t m - 1 c m - 2 which is recommended [26, p. 170] (cf. Table 1). 

Of special interest and importance is the square root logarithmic 
relation that was obtained for large optical depths and was in good 
agreement with the experimental data. This is noteworthy because 
a logarithmic dependence is widely used to correlate absorption data 

Fig. 1 Total band absorptance from present analysis in terms of generalized 
variables 
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Table 1 Tabulation of parameters (numbers In brackets correspond to ref
erences) 

Be , 
(cm"1 

bo 
(atffl-

CO 

4.7w 

) 

lcm-1) 

1.9313 
[14, p.522] 
[16, p.307] 
[21 , P.177] 

0.076 
[15, p.305] 

NO 

5.35u 

1.0746 
[14, p.558] 

0.055 
[26, p.172] 
T?4. n.?31 

<^-'™-2> $ : i-™] 

1.02 
[20, p.361] 

132 
[26, p.170] 

1.0 
[22, p.49] 

Value corresponds to 273' K. Other values correspond to 300 K. 

for large optical depths. Edwards and Menard [1] noted that the 
simple extrapolation of data with a logarithmic dependence may not 
always be appropriate and the present results are in accord with this 
warning. It should also be pointed out that this may be especially 
significant in the evaluation of the derivative of the total band ab-
sorptance which is important in nonisothermal transport calculations. 

Edwards and Menard have also obtained a logarithmic dependence 
for the nonrigid rotator (using equation (1) in conjunction with 
variable line spacing) and state that a gas which appears as a rigid 
vibrating rotator at fairly large path lengths (square root logarithmic 
dependence) might well appear as a nonrigid rotator at much higher 
path lengths (logarithmic dependence). The study of a nonrigid ro
tator and in particular variable line spacing, within the framework 
of the present analysis, results in significant modifications since the 
inclusion of this effect yields a more complex expression for the ab

sorption coefficient with attendant difficulties. This suggests that the 
goal of directly obtaining analytic relations in terms of the basic 
spectroscopic variables over the entire range of optical depths re
quires, at very large path lengths, the inclusion of the effects of non-
rigid rotation. 
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Table 3 Comparison of experimental and theoretical results for the 4.7 nm 
fundamental band of carbon monoxide (experimental data Abu-Romia and 
Tien [19]) 

EFFECTIVE 
PRESSURE 

P e 
(atm) 

.51 

1.02 

2.04 

3.06 

.255 

.51 

1.02 

2.6a 
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Thermal Radiative Properties of 
the Noble Metals at Cryogenic 
Temperatures 
Experimental values of the monochromatic, near normal emittance, e>jv, of gold at cryo
genic temperatures are presented and compared with values predicted by existing theo
retical models. From this comparison recommendations are made regarding the engineer
ing suitability of these models. 

Data obtained by the present authors for e\N of gold in the wavelength range 1 to 30ix 
and at temperatures of 300, 79, and 6.0 K are compared with the Drude free electron 
model, the anomalous skin effect theory for both specular and diffuse electron reflections, 
and the Holstein quantum mechanical model. Results show that the anomalous skin effect 
model with diffuse electron reflections predicts e\Ntnost accurately. At room temperature 
and at liquid nitrogen temperature the agreement between this model and the data is 
within. 5 percent. At liquid helium temperatures the agreement is somewhat poorer, i.e., 
within 30 percent. 

Introduction 

The rapidly expanding application of cryogenic technology, par
ticularly in the areas of superconducting power generation systems, 
magnetic levitation systems, cryogenically cooled electrical trans
mission lines, helium refrigerators and liquifiers and cryogenic storage' 
systems, have stressed the importance of thermally isolating the 
cryogenic systems from the environment. At the low temperatures 
characteristic of these systems (<150 K), thermal radiation is the 
dominant heat transfer mechanism, and much attention has been 
devoted to the study of thermal radiative heat transfer between sur
faces at these temperatures [1-5].' However, the successful application 
of these studies depends heavily upon knowledge of the thermal 
radiative properties of solids at these temperatures, and this area has 
not received the attention it deserves. 

The present paper summarizes and consolidates the several existing 
theoretical models for the thermal radiative properties of the noble 
metals and compares the results of these models with recent experi
mental measurements made in our laboratory [6] for the purpose of 
identifying the most satisfactory of these models. Suggestions for 
further work in this area are also presented. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the AIChe-ASME Na
tional Heat Transfer Conference, August 9-11 1976. Manuscript received by 
the Heat Transfer Division January 7,1976. Paper No. 76-HT-6. 

Existing Theoretical Models 
The thermal radiative properties of solid surfaces, i.e., emittance 

and absorptance, can be determined experimentally, but sometimes 
it is expedient to use values obtained from existing theoretical models 
when the models apply. There are three theoretical models which are 
currently being used to explain the thermal radiative properties of 
metals at low temperatures: the classical Drude free electron theory, 
the anomalous skin effect theory, and the Holstein quantum me
chanical model which has been extended by Gurzhi and others. 

Drude Free Electron Theory. In the classical Drude free elec
tron theory [7], the metal atoms are considered to have two compo
nents: (a) the nucleus with the electrons of the inner shells (core 
electrons) tightly bound to it and (6) the electrons in the outer shells 
bound less strongly to the nucleus. The model assumes the nuclei and 
core electrons to be arranged in a stationary periodic lattice while the 
electrons of the outer shell are "free" to associate themselves with any 
atom in the lattice because of their weak binding forces. Thus, these 
latter electrons are the "free electrons" of the model and as such are 
free to move throughout the metal in response to any applied electric 
field. 

The Drude approach is to write the Newtonian equation of motion 
that describes the response of these free electrons to the applied 
electromagnetic field. From the solution of this equation for the po
sition vector of a free electron as a function of time, it is possible to 
obtain the current density. From the current density, the dc electrical 
conductivity can be determined and eventually the dc relaxation time, 
T, via the Lorentz-Sommerfield relation [8]. 

With the aid of the dispersion equations relating the optical con-

438 / AUGUST 1976 Transactions of the ASME 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



stants, n and k, to the electrical properties, a and e, expressions for 
n and k can be written in terms of r and o>. 

„ , „ . 4u-iVe2 T2 

1 + W2T2 

jnfe iVe2 

(1) 

(2) 

The general solution of the monochromatic normal absorptance 
is obtained simply by substituting the derived expressions for n and 
k into the classical expression for a\N, which can be derived from 
electromagnetic theory [9], 

( r c - l ) 2 + fc2 
: 1 - P\N = 1 ' 

4n 

(n + l)2 + k2 (n + l)2 + k2 (3) 

For most metals and for wavelengths longer than 1^ (X > 1/x), n » 
1. Then it is possible to simplify the expression for the monochromatic 
normal absorptance to the following [10]: 

4n gl/2 
(!)[('•: 

X2 \ i/2 

X2
! 

11/2 
(4) 

where Xi is the characteristic wavelength corresponding to the plasma 
angular frequency, wp, and is known as the plasma wavelength. 

P \Ne2 J 
2\l /2 

(5) 

On the other hand, X2 is the characteristic wavelength corresponding 
to the angular frequency when w = 1/T and is known as the relaxation 
wavelength 

X2 = XT = 2-KCT. (6) 

In the long-wavelength limit, equation (4) reduces to the well-known 
Hagen-Rubens relation [11]. 

As a test of the validity of the Drude model, measured values of the 
d-c electrical conductivity, <ro, have been compared with values of ag 
predicted by the Drude free electron theory, and the experimental 
values have been found to be somewhat larger than the theoretical 
values [12]. By inserting the electron effective mass, m*, and the ef
fective number density, iVe, in place of the conventional quantities 
m and N in the expressions resulting from the Drude theory, one can 
include the periodicity of the lattice in the theory. For the noble metals 
for which the Fermi surface is spherical, the effective quantities m* 
and Ne differ only slightly from their conventional counterparts m 
and N. Use of the effective mass and the number density permits very 
good correlation between the experimental and theoretical values of 
ffo, n, and k though the Drude model is only qualitatively correct. 

For the noble metals at wavelengths less than one micron, the 
Drude model is no longer valid since the photoelectric effect occurs 
below this wavelength (i.e., bound electrons contribute to the emit-

tance through the photoelectric effect at X < 1/t). However, this effect 
is of little consequence for thermal radiation at cryogenic tempera
tures. At temperatures below 100 K, the results predicted from the 
Drude model begin to differ significantly from the experimental re
sults. This divergence can be attributed to the fact that the reduction 
of temperature decreases with such effects as electron-electron in
teractions and electron-lattice interactions while quantum mechanical 
effects start to become significant. As a result, the Drude free electron 
theory is an inadequate description of the thermal radiation processes 
occurring in metals at low temperatures. Also, the Drude free electron 
theory incorrectly predicts a vanishing absorptance (or emittance) 
as the temperature of a pure metal approaches 0 K. 

To summarize, the "modified effective" Drude free electron theory 
is an excellent approximate representation for the calculation of the 
thermal radiative properties of metals at room and moderately low 
temperatures (T > 100 K) in the infrared region of the electromag
netic spectrum. 

Anomalous Skin Effect Theory. In an attempt to improve upon 
the Drude free electron theory, Rueter and Sondheimer [13] and 
Dingle [14] have formulated the anomalous skin effect theory which 
takes into consideration the fact that the electric field is space de
pendent as well as time dependent. This model is useful at very low 
temperatures since the electron mean free path becomes quite large 
compared to the spatial variation of the electric field. Therefore, 
during the time between collisions for a free electron in a metal, the 
electric field which the electron "sees" varies with distance. As a result, 
the current density as given by Ohm's law is incorrect since the field 
is no longer uniform in space. 

At high temperatures, (T » 9, where 9 is the Debye temperature), 
Ohm's law is valid for all frequencies, but for low temperatures, (T 
« 9), it is necessary to consider the three frequency regions, low, in
termediate, and high. For the low frequency region, the penetration • 
depth (the depth at which the electric field amplitude is reduced by 
a factor of e_1) is large compared with the electron mean free path and 
Ohm's law is valid at any point in the metal. For the high frequency 
region, the penetration depth is large compared with the distance 
traveled by an electron during one period of the electromagnetic wave 
so that again the classical theory may be applied. For intermediate 
frequencies, the electron mean free path is larger than the skin depth; 
as a result, the electric field is not constant over the mean free path 
of the electron. 

In order to determine the thermal radiative properties of metals 
at low temperatures and intermediate frequencies, the electric field 
must be known at all points in the metal. The electric field, E, as a 
function of time and space is determined by solving the Boltzmann 
equation for the distribution function of the free electrons. The dis
tribution function can then be used to evaluate the current density 
generated by the incident electromagnetic wave. Finally, the ex
pression for current density is substituted into Maxwell's equations 
to obtain an integro-differential equation for E. The solution of this 

-Nomenclature*. 
c = velocity of light 
-E = electric field 
e = electric charge of an electron 
h = Planck's constant divided by 2w 
K = Boltzmann constant 
k = attenuation coefficient 
m = rest mass of an electron 
m* = effective mass of an electron 
N = number density of free electrons 
Ne = effective number density of free elec

trons 
n = index of refraction 
p = fraction of electrons reflected specularly 
T = temperature 

v = fermi velocity 
Z = surface impedance 
a = absorptance 
OLH = total hemispherical absorptance 
a\N = monochromatic normal absorptance 
t = dielectric constant 
6// = total hemispherical emittance 
e\jv = monochromatic normal emittance 
9 = Debye temperature 
X = wavelength 
XMB = Wien's wavelength 
XD = Debye wavelength 
Xp = plasma wavelength 
XT = relaxation wavelength 

At = magnetic permeability 

v = frequency 

v = dimensionless frequency = [2c(3irm/ 

Wez/t)1/2/3i;]p 
p\N - monochromatic normal reflectance 
a = electrical conductivity 
<7Q = dc electrical conductivity 
T = relaxation time 
Tel = classical d-c relaxation time 
Tep = eWctron-phonon relaxation time 
a> = angular frequency of the electromagnetic 

wave 
a>p = plasma angular frequency 
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equation yields E as a function of space and time. 
The optical properties are related to the electric field in the metal 

by means of the surface impedance, Z, defined as the ratio of the 
electric field at the surface of the metal to the total current per unit 
area in the metal. The monochromatic normal reflectance can be 
expressed in terms of this surface impedance. 

±L_Z 

4ir 
• + Z 

(7) 

where 4ir/c corresponds to the impedance of free space. 
For purposes of comparison of the anomalous skin effect with the 

other theoretical models, we present here the simplified results of 
Dingle [14] for the visible and near infrared regions of the electro
magnetic spectrum. These results are valid for metals in the region 
(e/e)(m/iV)1/2 « 1 « f'2 which corresponds to 0.1M < X < 30M- The 
displacement current, photoelectric current and atomic polarization 
are ignored in this wavelength region. 

For the case of specular electron reflections at the surface: 

ami KwNe2/ 

1/21 2-
- + -

riVe2i;3 

•+ 2 
i rNeV/2 

\ m I C02T C 2 

1 1 / m \ i /z 

8T3w2\7rNeV 

For the case of diffuse electron reflections at the surface: 

1/2 1 3iriVe2u3 /161n2 

(8) 

3v 
a\NO = - - + 

4 c KirNe2/ 

83(3) /irNe\U2 

192 

.,2 

(] 
106 - + 

/iriVe2\ 1/2 i „2 3 i Q i , 

\ m I W'1T c2 4<I)2T2C 8 W. 

8723 \ 

80646/ 

n \ i / 2 
(9) 

The singly underlined terms are identical to the expressions ob
tained from the classical Drude free electron theory for the optical 
and near infrared regions. The doubly underlined terms are identical 
to the expressions obtained by Holstein [15] who considered only 
diffuse or specular reflections of electrons from the surface of the 
metal and neglected interactions of the electrons with the lattice, the 
impurities or themselves. Thus, it appears that to the first approxi
mation, the monochromatic normal absorptance at low temperatures 
is equal to the sum of the absorptance for either diffuse reflection or 
specular reflection of electrons from the metal surface and the ab
sorptance due to the interaction of the free electrons with the lattice, 
impurities, and other free electrons in the skin region. The expressions 
for a\Ni and «XNO can be written in the following form: 

axNi ; (*- i\ \i m y / 2 1 l l i m v / 2 i 
V s i + L WiVe2 / T ~ 8 T3O>2 W/Ve V \B ( 1 0 ) 

+ correction and higher order terms 

-/--\ \i m y / 2 1 l i i m~ v / 2 i 
~ \ 4 c / S 0 + LWiVe2 / T ~ 8 A ^ \ 7 r i V e 2 / \l 

4- correction and higher order terms 
(11) 

The subscript S I indicates specular reflection of the electrons at the 
metal surface, the subscript SO indicates diffuse reflection of the 
electrons at the metal surface, and the subscript B indicates the in
teraction of the electrons with the medium in the skin region of the 
metal. Note that the quantity with subscript B in equations (10) and 
(11) is identical with the monochromatic normal absorptance as 
predicted by the Drude free electron theory in the visible and near 
infrared regions of the electromagnetic spectrum. 

The anomalous skin effect theory can be used to describe the 
physics of the thermal radiation processes in solids. The incident 
electromagnetic wave penetrates into the metal and interacts with 
the free electrons which are accelerated away from, or toward, the 
surface of the metal. During the trajectory in the skin region of the 
metal, the free electrons will interact with the lattice, impurity atoms, 

and other electrons. Thus, the free electrons relinquish to the sur
rounding medium some of the energy which they acquired from the 
incident electromagnetic wave. When the free electrons travelling 
toward the surface of the metal reach the surface, they will be reflected 
diffusely or specularly; in either case, they will absorb additional 
energy from the incident electromagnetic wave and then will travel 
into the interior of the skin region where they will eventually relin
quish the energy to the surrounding medium. 

There are differences between the anomalous skin effect theory and 
the Drude free electron theory at low temperatures, but at room 
temperatures the results predicted by both models are in good 
agreement. Thus, in spite of the fact that anomalous skin effect theory 
is an improvement over the Drude free electron theory, it still does 
not explain fully the absorption and emission processes in solids at 
cryogenic temperatures. 

Holstein Quantum Mechanical Model. Holstein [16] has in
troduced a third theoretical model which is a combination of the 
anomalous skin effect and quantum mechanical effects. At very low 
temperatures, T « 9, it is necessary to take into consideration 
quantum mechanical effects (hoi » KT) since they become very sig
nificant. For example, at 4.2 K (the normal boiling point of helium) 
the wavelength region in which quantum effects play an important 
role is for X « 3400^ as compared to X « 45[i at room temperature. 
Holstein [17, 18] derived an expression for the bulk absorption of 
thermal radiation in the skin region of a metal for the visible and near 
infrared regions of the spectrum by employing a quantum mechanical 
model. He postulated that the bulk absorption mechanism is a two-
stage process which involves the simultaneous absorption (or emis
sion) of a photon and the emission (or absorption) of a phonon by an 
electron. The significance of this two-stage process is that instead of 
only the low frequency phonons being emitted, a larger portion of the 
phonon frequency spectrum is excited. Since T « 9 and and the en
ergy available for the generation of an individual phonon is of the 
order of KT, the additional excitation energy is supplied by the 
electromagnetic wave for which hoi » KT. If hoi » KQ » KT as 
Holstein assumed, then the entire phonon frequency spectrum is 
excited. The Debye temperature 9 is actually an indicator of the 
maximum frequency at which the phonons in a solid may be gener
ated. 

Like the classical Drude free electron model and the anomalous skin 
effect model, the quantum mechanical model is based on the equa
tions of motion of the "free" electrons. In the quantum mechanical 
approach, the motion of the free electrons of the metal is described 
by the time dependent Schrodinger wave equation. Using second 
order perturbation theory, Holstein solves the Schrodinger wave 
equation for the free electrons. This results in an expression for an 
effective relaxation time or a relaxation time due to an electron-
phonon interaction. 

1 

Tf>p 

9 

TC/I_5 W Jo t 
- dz (12) 

Teff TeP T r efTc;L5 \ 9 / Jo ez - 1 

where Tdc is the classical d-c relaxation time measured at a reference 
temperature, Tref, much higher than the Debye temperature. 

Holstein replaced 1/T in the classical expression for the mono
chromatic normal absorptance derived by Drude with the quantum 
mechanically derived \hep. Then for the quantum mechanical model 

(«wv).fi 
KirNe2/ TretTci lb W J o 

- dz (13) 

For low temperatures, i.e., T/Q < 0.15, equation (13) reduces to 

(<X\N)B 
_ 2 / m* \ 

~ 5 WiVe2/ 

1/2 e 
(14) 

TTe( Tel 

In order to obtain the monochromatic normal absorptance, Holstein 
has added his expression for the skin effect absorptance, i.e., the ab
sorptance occurring at the metal surface due to the diffuse or specular 
reflection of the electrons at the metal surface, to the foregoing ex
pression for the bulk absorptance for the visible and near infrared 
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Realizing some of the inadequacies of the Holstein model, Gurzhi 
[20, 21] improved the Holstein model by including the spatial varia
tion of both the electromagnetic field and the electron distribution 
and the possibility of other interactions occurring such as electron-
electron, electron-phonon and electron-impurity interactions. 
However, the calculated values of cr>jvo as predicted by Gurzhi for the 
noble metals in the optical and near infrared regions of the electro
magnetic spectrum were equal to the calculated values of <T\NO as 
predicted by Holstein; consequently at low temperatures, the Gurzhi 
result is identical to the Holstein result. 

Experimental Data 
An alternate and more direct method for determining the thermal 

radiative properties of metals at cryogenic temperatures is to measure 
them experimentally. Up to the present time, experimental values 
of the absorptance, emittance, or reflectance for the noble metals at 
low temperatures have been sparse. Variations exist in the available 
data which may be attributed to experimental technique and sample 
preparation. The various experimental techniques used to measure 
thermal radiative properties of solids at low temperatures are as fol
lows: (a) calorimetric technique for the direct measurement of the 
absorptance, emittance, or reflectance (b) multiple reflection tech
nique for the direct measurement of the near normal reflectance, (c) 
a technique utilizing the boil-off rate of a cryogen for the direct 
measurement of the absorptance or emittance, (d) blackbody com
parison technique for the direct measurement of the emittance, and 
(e) optical constants technique for the indirect measurement of the 
absorptance, emittance, or reflectance. 

The existing experimental data for the total hemispherical emit
tance of copper, gold, and silver are shown in Figs. 1-3, respectively. 
Also presented in these figures are the theoretical curves for the total 
hemispherical emittance as predicted by the Drude free electron 

Fig. 1 Total hemispherical emittance of copper 

regions of the electromagnetic spectrum in the skin region of the 
metal. 

<X\N = («X/v)s + (O/\N)B ' 
f 2*Ne2v3 , 

+ 

•"HL 
1/2 e r2/ j»L^_e_i 

IbKirNe2/ T r e f T c j B 
One way of justifying Holstein's decision to add skin effect absorp
tance to the bulk absorptance is that the results obtained from the 
anomalous skin effect model, equations (10) and (11), contain a bulk 
contribution term, a skin effect contribution term, and higher order 
terms. The bulk term that appears in the anomalous skin effect model 
is the Drude result. Since the quantum mechanical model reduces to 
the Drude result in the classical limit, it would appear reasonable to 
replace the Drude result in the anomalous skin effect model with 
Holstein's quantum mechanical model as Holstein has done. Thus, 
in the first approximation the bulk contribution and the skin effect 
contribution of the absorptance are uncoupled and additive. Of course, 
this argument breaks down if the two absorption mechanisms are 
coupled to each other. The limitations or errors that might exist in 
the Holstein quantum mechanical model have been discussed else
where [19]. 

The Holstein quantum mechanical model also can be used to de
scribe the physics of the thermal radiation process in solids. The in
cident electromagnetic wave penetrates into the metal and interacts 
with the free electrons. This interaction, which may occur anywhere 
in the metal, is a two-stage process in which the electron simulta
neously absorbs (or emits) a photon and emits (or absorbs) a phonon. 
Concurrently, those free electrons which reflect diffusely or specularly 
from the metal surface will absorb energy from the incident electro
magnetic wave. These reflected electrons will travel in the skin region 
of the metal where they will eventually relinquish their energy to the 
lattice. 
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Fig. 3 Total hemispherical emittance of silver 

theory and the anomalous skin effect theory (equation (4) and 
equations (8) and (9), respectively). The solid line for the Drude model 
represents a pure metal, i.e., a sample for which the residual resistivity 
is equal to zero, while the dashed line for the Drude model represents 
a sample with a residual resistivity of 1.84 X lO"9 ohm-cm, 1.75 X 10 - 9 

ohm-cm and 3.91 X 10 - 9 ohm-cm for copper, gold, and silver, re
spectively. There was very little difference in the values of the total 
hemispherical emittance predicted by the anomalous skin effect 
theory for a clean metal and a "dirty" metal. Consequently, only pure 
metals were considered in the tabulation of m predicted by the 
anomalous skin effect theory. Note that there is a lack of consistent 
experimental data to compare carefully with the theoretical curves. 
At temperatures below 76 K, there exist no experimental data of CH 
for gold and silver. For copper there exist a few experimental data 
points of eH between 2 K and 15 K but the range of values of e« varies 
from 0.0082 to 0.0765, a factor of nine. The discrepancy between the 
existing experimental data and the theoretical curves is quite large 
at cryogenic temperatures. For example, the difference between the 
existing experimental data and the theoretical data predicted by the 
anomalous skin effect theory for copper is one to two orders of mag
nitude in the temperature range of 2-20 K. In view of this large dis
crepancy, the wavelength dependence of the monochromatic emit
tance at various temperatures should be examined more carefully. 
The existing experimental data and the theoretical curves of the 
monochromatic normal emittance of gold at 300 K are presented in 
Fig. 4. The gold samples of Haas and Hadley [31] and Padalka and 
Shklyarevskii [32] were deposited in a vacuum of 10 - 6 Torr. Padalka 
and Shklyarevskii measured the monochromatic normal reflectance 
in an indirect manner by experimentally measuring the optical con
stants n and k and then calculating PXN by means of Fresnel's formula. 
Bennett and Ashley [33] and Bergman [34] prepared their gold sam
ples in a vacuum of 10~9 Torr. The technique of Bennett and Koehler 
[35] was an absolute double reflection technique, i.e., no standard or 

DRUOE MODEL AND 
ANOMALOUS SKIN EFFECT (P»l> 

T= 293"K D HASS AMD HADLEY 
T" 295"K V PADALKA AND SKKLYAfSVSKII 
T= 300*K O BERGMAN 
T= 300"K A BENNETT AND ASHLEY 
T= 3O0"K O TOSCANO AND CRAVALHO 

_iJ_L _J I I L 

Fig. 4 

WAVELENGTH, X (/i) 

Monochromatic normal emittance of gold at T = 300 K 

reference surface was required, in which the angle of incidence was 
5 deg from the metal sample normal. Bergman used a single reflection 
technique but he required a calibrated reference surface. The lower 
data point at 4M obtained by Bergman corresponds to a gold sample 
for which the reflection of electrons at the gold surface was specular 
while the upper data point corresponds to a gold sample for which the 
electron reflection was diffuse. Toscano and Cravalho [6] used a 
multiple reflection technique to measure the monochromatic near 
normal reflectance. The angle of incidence was 10 deg and their 
samples were prepared in a vacuum of 10~6 Torr. 

Note that the experimental values of QJV obtained by Toscano and 
Cravalho are less than those values obtained by Haas and Hadley, 
Padalka and Shklyarevskii, and Bergman (p = 0) but are greater than 
those values obtained by Bennett and Ashley and Bergman (p = 1). 
This is in agreement with the findings of Dickson and Jones [26] who 
have shown a direct relationship between deposition pressure and 
measured values of CXJV- The experimental samples of Toscano and 
Cravalho were prepared at a pressure intermediate to the pressure 
levels used by the other investigators for sample preparation. Also, 
the gold samples prepared by Padalka and Shklyarevskii and Haas 
and Hadley were only 99.99 percent pure whereas the gold samples 
prepared by Bennett and Ashley, Toscano and Cravalho, and Berg
man were 99.999+ percent pure. Notice that the experimental values 
of e\N obtained by Bennett and Ashley for wavelengths equal to and 
larger than 4M coincide with the results predicted by the anomalous 
skin effect theory for the case of the specular reflection of the electrons 
at the metal surface. (Note that at room temperature the anomalous 
skin effect theory for the electronically specular case (p = 1) is iden
tical to the Drude model.) This result has been reported previously 
[37] and the investigators have shown that the surfaces of their gold 
samples were electronically specular (the surface roughness was less 
than 16A rms). For wavelengths equal to and larger than 4M the ex
perimental values of C\N obtained by Toscano and Cravalho very 
nearly coincide with the curve of e\N predicted by the anomalous skin 
effect theory for the case of the diffuse reflection of the electrons at 
the metal surface. This is consistent with the criterion that metal 
surfaces with surface roughness larger than 30A rms are electronically 
diffuse [38]. From the theoretical curves of Fig. 4, it is apparent that 
at the short wavelengths the difference between the Drude model and 
the anomalous skin effect theory for the electronically diffuse case 
is small, e.g., in the wavelength region between 4 and 10M this differ
ence is approximately 45.5 percent and at wavelengths larger than 
100^ the difference is negligible; in fact, the two models reduce to the 
Hagen-Rubens relationship. Thus, in the visible and near infrared 
regions of the electromagnetic spectrum the surface condition for 
electron reflection is quite important for determining values of t\N-
Note in Fig. 4 that the agreement between theory and experiment is 
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poorer at the short wavelengths for which the photoelectric effect 
begins to become significant. None of the theoretical models account 
for this phenomenon. 

In Fig. 5 are presented the existing experimental data along with 
the theoretical curves of txN as predicted by the Drude free electron 
theory and the anomalous skin effect theory for gold at 78 K. Again 
the upper data point at 4/x obtained by Bergman corresponds to a gold 
sample for which the electron reflection at the gold surface was diffuse 
and the lower data point corresponds to a gold sample for which the 
reflection was specular. It is apparent that at 78 K in near infrared 
and infrared regions of the electromagnetic spectrum, the Drude 
model is beginning to differ from the anomalous skin effect theory 
for the case of specular reflection of electrons at the metal surface. The 
difference between the Drude model and the anomalous skin effect 
theory for the diffuse case at 78 K is a little bit larger than at room 
temperature, i.e., at 300 K. 

The existing experimental data along with the theoretical curves 
of tw as predicted by the Drude free electron theory, and the anom
alous skin effect theory, and the Holstein quantum mechanical model 
for gold at 4.2 K are presented in Fig. 6. It is apparent that the mea
surements by the present authors tend to favor the anomalous skin 
effect model rather than the Holstein model; however, short-wave
length measurements of CXAT for electronically specular surfaces are 
necessary before a conclusive judgement can be made. Again the upper 
data point at 4/J. obtained by Bergman corresponds to a gold sample 
for which the reflection of electrons at the gold surface was diffuse (p 
= 0) and the lower data point corresponds to a gold sample for which 
the electron reflection was specular (p = 1). The large discrepancy 
between the results obtained by Bergman and results obtained by 
Toscano and Cravalho at liquid helium temperatures may be due to 
the differences in the experimental measurement technique. Notice 
that at 4.2 K the Drude model predicts a small value of e>jv; in fact, 
if the residual resistivity were taken to be equal to zero, then the values 
of e\N would reduce to zero. At wavelengths larger than 104 pm the 
Drude model and the anomalous skin effect theory reduce to the 
Hagen-Rubens relationship. 

Conclusions and Recommendations 
Even though the room temperature experimental values of £XJV of 

gold are in close agreement with the theoretical values of e\N predicted 
by the anomalous skin effect theory for the case of diffuse reflection 

10 
A 

- °0 A 

" ' ' I 1 i i I 

T=78»K O BERGMAN 
T«82»K A PAOALKA AND 

SHKLYAREVSKII 
T=79»K O TOSCANO AND 

CRAVALHO 

<*>, 'o °OCc£DO cjSBOQg) ANOMALOUS SKIN EFFECT 
(P=0) 

_1_ 

DRUDE MODEL 

I I I I U I I I I I L _ L 10 
10° 10' I0Z 

WAVELENGTH, X l/j.) 

Fig. 5 Monochromatic normal emittance of gold at T = 78 K 

10s 

IO-' 

i(54 

_ 1 1 1 1 1 I I 1 1 I 1 1 1 1 

T-4.2'K O BERGMAN 
O T.6-K o TOSCANO AND 
0 CRAVALHO 

HOLSTEIN MODEL (P-0) 

-0 - — - ANOMALOUS SKINLH-LOr (P=0I 

_ S ~ - ^ \ -
_ HOLSTEIN MODEL / ^ ^ ^ 

(p"D / ^ % * . 

/ ANOMALOUS SKIN EFFECT (P«l) ^ % ^ 

DRUDE MODEL 

-

1 1 1 1 1 1 1 1 1 1 1 1 l l 1 1 1 1 
I01 10' 

WAVELENGTH, X(,») 

Fig. 6 Monochromatic normal emittance of gold at T = 4.2 K 

of the electrons at the metal surface, it is recommended that the Drude 
free electron model be used to predict the values of t\N in the wave
length region 4—30/it- The Drude model is easier to use than the 
anomalous skin effect theory and with the replacement of N and m 
with Ne and m*, respectively, the model can be forced to fit the ex
perimental curves exactly. 

At liquid helium temperatures it is recommended that the anom
alous skin effect theory for the case of diffuse reflection of electrons 
at the metal surface be used to predict values of e\N of gold in the 
wavelength region to 2-30/1. Even though this model predicts values 
of exjv 30 percent larger than the experimental values of e\N of gold 
in the aforementioned wavelength region, it is the only reasonable 
existing model which may be applied to the entire electromagnetic 
spectrum. In this temperature range, the Drude model is totally in
adequate since it predicts a vanishingly small value of exjv. 

Unfortunately, the experimental values of exN for gold at cryogenic 
temperatures have been obtained only in the visible and near infrared 
regions of the electromagnetic spectrum. Since the Wien wavelength, 
XMS, which is the wavelength corresponding to the maximum energy 
emitted by a blackbody at a particular temperature is equal to 36/n 
at 77.4 K and 690/n at 4.2 K, the wavelength region of 1-30/t corre
sponds to only 16 percent and 0.01 percent of the blackbody radiation 
at temperatures of 77.4 and 4.2 K, respectively. As a result, there is 
not enough information available to predict thermal radiation heat 
fluxes from a gold surface at low temperatures. Therefore, it is sug
gested that the exw of gold be measured for the wavelength region of 
1-1000M at liquid helium temperatures. The dependence of C\N on 
wavelength is strongest at wavelengths greater than the Debye 
wavelength. Thus, the proposed measurements of e\N would also 
verify the validity of the anomalous skin effect theory at the longer 
wavelengths (\>.\o) and would establish the existence of a plateau 
at low temperatures and the location of the knee in the curve predicted 
by the anomalous skin effect theory for exN as a function of temper
ature [39]. * 

Another area of interest is the value of the rms surface roughness 
for transition from specular to diffuse reflection of the electrons at 
the metal surface in the temperature range of 4.2-78 K. The difference 
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Table 1 Physical properties of the noble metals 

N (electrons/cm3) 
e(K) 
a0 (T = 273 K) (ohm-
2ref Tel 
\p ( A ) 
A D ( M ) 
m * / m 
v ( c m / s ) 

Copper 

8 .5X 1 0 " 
310 
6.45 X 10 s 

7.96 X 10"-'2 

1147 
46.5 
1.38 
1.58 X 10 8 

Gold 

5.8 X 1 0 " 
180 
4.85 X 10 s 

8.21 X 101 2 

1377 
80.0 
1.0 
1.39 X 10 a 

Silver 

5.9 X 10 2 2 

220 
6.80 X 10 s 

11.50 X 10 
1377 
65.5 
1.0 
1.38 X 10 8 

in t h e values of exjv as p red ic t ed by t h e anomalous sk in effect t heo ry 

becomes more significant a t lower t empera tu res . Muser [40] concluded 

t h a t specular reflection of the electrons a t the meta l surface will occur 

only for r m s surface roughness on t h e order of t h e electron d e Broglie 

wave length ( ~ 5A). M o r e recent ly , Greene [41] conc luded t h a t it is 

possible for e lectrons t o be reflected specular ly from surfaces w i th 

values of rms surface roughness larger t h a n t h e de Broglie wavelength. 

O n t h e basis of expe r imen ta l m e a s u r e m e n t s , B e n n e t t , e t al. [42] a n d 

B e r g m a n [43] have shown a t r o o m t e m p e r a t u r e t h e t r ans i t ion from 

specular t o diffuse e lec t ron reflect ion occurs r a t h e r a b r u p t l y in t h e 

r m s surface roughness range of 16-30A. T h e s e expe r imen ta l resul t s 

a p p e a r to be in a g r e e m e n t wi th Green ' s conclusions. On t h e o the r 

hand , if the free electrons are t rea ted as a gas, t h e mean kinetic energy 

of t h e free e lectrons is equa l to irKT a n d a n d d e Broglie wave length 

is t hen 346A a t 4.2 K and 43A a t 300 K. I t is t h e n possible t h a t p m a y 

have the same t e m p e r a t u r e dependence as t h e de Broglie wavelength 

for t h e free electron gas, i.e., T~ 1 / 2 . Therefore , it is suggested t h a t t h e 

e\N of me ta l samples wi th r m s surface roughnesses of 16A a n d larger 

be measu red in wave length regions of 1-lOOOji a t cryogenic t e m p e r 

a tu res . T h i s in format ion would be useful for t h e design a n d m a n u 

facture of t h e r m a l r ad ia t ion shields . 

Much work needs to be done on t h e theoretical models. T h e present 

work has shown t h a t all of t h e exis t ing models have some a t t r ac t ive 

fea tures t o t h e m a n d t h a t possibly t he se fea tures could be combined 

in a more meaningful way. However , more expe r imen ta l work also 

n e e d s to be done in o rde r t o b e t t e r define t h e a t t r ac t ive fea tures a n d 

l imi ta t ions of exist ing models . 

Acknowledgment 
The authors wish to acknowledge the support of the National 

Science Foundation (NSF Grant No. GK 16908). 

References 
1 Cravalho, E. G., Tien, C. L., and Caren, R. P., "Effect of Small Spacing 

on Radiative Transfer Between Two Dielectrics," JOURNAL OF HEAT 
TRANSFER, TRANS. ASME Series C, Vol. 89,1967, pp. 351-358. 

2 Rolling, R. E., and Tien, C. L., "Radiant Heat Transfer for Nongray 
Metallic Surfaces at Low Temperatures," Thermophysics of Spacecraft and 
Planetary Bodies, Vol. 20, Academic Press, New York, 1967, pp. 677-693. 

3 Domoto, G. A., and Tien, C. L., "Thick Film Analysis of Radiative 
Transfer Between Parallel Metallic Surfaces," JOURNAL OF HEAT 
TRANSFER, TRANS ASME, Series C, Vol. 92, No. 3,1970, pp. 399-404. 

4 Boehm, R. F., and Tien, C. L., "Small Spacing Analysis of Radiative 
Transfer Between Metallic Surfaces," JOURNAL OF HEAT TRANSFER, 
TRANS. ASME, Series C, Vol. 92, No. 3,1970, pp. 405-411. 

5 Caren, R. P., "Radiation Heat Transfer Between Closely Spaced Metal 
Surfaces at Low Temperature: The Impact of Discrete Modes of the Radiation 
Field," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 
94, No. 3,1972, pp. 295-299. 

6 Toscano, W. M., and Cravalho, E. G., "Experimental Measurements of 
the Monochromatic Near Normal Reflectance of Gold at Cryogenic Temper
atures," Proceedings of the Fifth International Heat Transfer Conference, 
Vol. 1, Tokyo, Japan, 1974, pp. 16-20. 

7 Born, M., and Wolf, E., Principles of Optics, Third ed., Pergamon Press, 
New York, 1965, pp. 624-627. 

8 Wilson, A. H., The Theory of Metals, Second ed., Cambridge, London, 
1965, p. 2. 

9 Siegel, R., and Howell, J. R., Thermal Radiation Heat Transfer, 
McGraw-Hill, New York, 1972, p. 100. 

10 Parker, W. J., and Abbott, G. L., "Total Emittanee of Metals," in 
Symposium on Thermal Radiation of Solids, NASA SP-55,1965, pp. 11-28. 

11 Mott, N. F., and Jones, H., The Theory of the Properties of Metals and 

Alloys, Dover Publications, New York, 1958, p. 108. 
12 Sokolov, A. V., Optical Properties of Metals, American Elsavier Pub

lishing Co., New York. 1967, p. 76. 
13 Reuter, G. E. H., and Sondheimer, E. H., "The Anomalous Skin Effect 

in Metals," Proceedings of the Royal Society, London, Series A, Vol. 195,1948, 
pp. 336-364. 

14 Dingle, R. B., "The Anomalous Skin Effect and the Reflectivity of 
Metals. I," Physica, Vol. 19,1953, pp. 311-347. 

15 Holstein, T., "Optical and Infrared Reflectivity of Metals at Low 
Temperatures," Physical Review, Vol. 99,1952, pp. 1427-1428. 

16 Holstein, T., "Optical and Infrared Volume Absorptivity of Metals," 
Physical Review, Vol. 96,1954, pp. 535-536. 

17 Holstein, T., "Optical and Infra-Red Volume Absorption by Conduction 
Electrons," Westinghouse Research Laboratories Research Report 60-
94698-3-R6,1955. 

18 Holstein, T., "Optical and Infra-Red Volume Absorption by Conduction 
Electrons III," Westinghouse Research Laboratories Research Report 60-
94698-3-R6,1955. 

19 Toscano, W. M., "Thermal Radiative Properties of the Noble Metals 
at Cryogenic Temperatures," PhD thesis, Department of Mechanical Engi
neering, Massachusetts Institute of Technology, Nov. 1973. 

20 Gurzhi, R. N., "On the Theory of the Infrared Absorptivity of Metals," 
Soviet Physics JETP, Vol 6, No. 6,1958, pp. 506-512. 

21 Gurzhi, R. N., "Mutual Electron Correlations in Metal Optics," Soviet 
Physics JETP, Vol. 35, No. 4, 1959, pp. 673-675. 

22 Caren, R. P., "Low-Temperature Emittanee Determinations," Ther
mophysics and Temperature Control of Spacecraft and Entry Vehicles, Vol. 
18, Academic Press, New York, 1966, pp. 61-73. 

23 Zimmerman, F. J., "Total Emissivities and Absorptivities of Some 
Commercial Surfaces at Room and Liquid-Nitrogen Temperatures," Journal 
of Applied Physics, Vol. 26, No. 12,1955, pp. 1483-1488. 

24 Fulk, M. M., and Reynolds, M. M., "Emissivities of Metallic Surfaces 
at 76°K," Journal of Applied Physics, Vol. 28, No. 12,1957, pp. 1464-1467. 

25 Armaly, B. F., and Tien, C. L., "Emissivities of Thin Metallic Films at 
Cryogenic Temperatures," Heat Transfer 1970 Papers Presented at the Fourth 
International Heat Transfer Conference Paris- Versailles, Vol. Ill, p. R1.1-. 

26 Betz, H. T., Olson, O. H., Schurin, B. D., and Morris, J. C , Determination 
of Emissivity and Reflectivity Data on Aircraft Structure Materials, Part II, 
ASTIA No. 202493, WADC TR 56-22,1956. 

27 Domoto, G. A., Boehm, R. F., and Tien, C. L., "Experimental Investi
gation of Radiative Transfer Between Metallic Surfaces at Cryogenic Tem
peratures," Journal of Heat Transfer, Trans. ASME, Series C, Vol. 92, No. 3, 
1970, pp. 412-417. 

28 Cravalho, E. G., Domoto, G. A., and Tien, C. L., "Measurements of 
Thermal Radiation of Solids at Liquid-Helium Temperatures," Progress in 
Aeronautics and Astronautics, Vol. 22, J. T. Bevans, ed., Academic Press, New 
York, 1968, pp. 531-542. 

29 Ramanathan, R. G., "Infrared Absorption by Metals at Low Tempera
tures," Proceedings of the Physical Society, Series A., Vol. 65,1952, pp. 532-540. 

30 Hawks, K. H., and Cottingham, W. B., "Total Normal Emittances of 
Some Real Surfaces at Cryogenic Temperatures," in Advances in Cryogenic 
Engineering, Vol. 16, K. D. Timmerhaus, ed., Plenum Press, New York, 1971, 
pp. 467-474. 

31 Haas, G., and Hadley, L., "Optical Properties of Metals," in American 
Institute of Physics Handbook, Second ed., McGraw-Hill, New York, D. E. 
Gray, ed., 1963, pp. 6-119. 

32 Padalka, V. G., and Shklyarevskii, I. N., "Determination of the Micro-
characteristics of Silver and Gold from the Infrared Optical Constants and the 
Conductivity at 82 and 295°K," Optics and Spectroscopy, Vol. 11, 1961, pp. 
285-288. 

33 Bennett, J. M., and Ashley, E. J., "Infrared Reflectance and Emittanee 
of Silver and Gold Evaporated in Ultrahigh Vacuum," Applied Optics, Vol. 
4,1965, pp. 221-224. 

34 Bergman, T. G., Reflectivity of Silver and Gold as a Function of Tem
perature at Four Micron Wavelength, NWC TP 5043,1970. 

35 Bennett, H. E., and Koehler, W. F., "Precision Measurement of Absolute 
Specular Reflectance With Minimized Systematic Errors," Journal of the 
Optical Society of America, Vol. 50,1960, pp. 1-6. 

36 Dickson, P. F., and Jones, M. C , Infrared Reflectances of Metals at 
Cryogenic Temperatures—A Compilation from the Literature, NBS Tech. 
Note 348, National Bureau of Standards, 1966. 

444 / AUGUST 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



37 Bennett, H. E., and Bennett, J. M., "Validity of the Drude Theory for 
Silver, Gold, and Aluminum in the Infrared," in Optical Properties and Elec
tronic Structure of Metals and Alloys, F. Abeles, ed. North Holland Publishing 
Co., Amsterdam, 1966, pp. 175-188. 

38 Bergman, T. C , op. cit.', p. 23. 
39 Toscano, W. M., and Cravalho, E. G., op. cit., p. 20. 
40 Miiser, H. A., "The Physical Nature of a Metal Surface in Conduction 

Theory," Philosophical Magazine, Vol. 45,1954, pp. 1237-1246. 
41 Greene, R. F., "Boundary Conditions for Electron Distributions for 

Crystal Surfaces," Physical Review, Vol. 141, No. 2,1966, pp. 687-689. 
42 Bennett, H. E., Bennett, J. M., Ashley, E. M., and Motyka, R. J., "Ver

ification of the Anomalous Skin-Effect Theory for Silver in the Infrared," 
Physical Review, Vol. 165, No. 3,1968, pp. 775-764. 

43 Bergman, op. cit. 

AUGUST 1976 / 445 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C. C. Chen 
Graduate Research Assistant. 

R. Eichhorn 
Professor. 

Mem. ASME 

Department of Mechanical Engineering, 
University of Kentucky, 

Lexington, Ky. 

Natural Convection From a 
Vertical Surface to a Thermally 
Stratified Fluid. 
Results are presented of a study of natural convection from an isothermal finite plate im
mersed in a stable thermally stratified fluid. An analytical solution to the problem is ob
tained by using the local nonsimilarity method. Theoretical local and overall heat trans
fer coefficients are given for Pr = 0.7 and 6.0. Velocity and temperature profiles are given 
for Pr = 6.0. The actual experimental configuration was a vertical copper cylinder en
closed in a cube with rigid walls. Heat transfer data are correlated with the measured am
bient thermal gradient. Visual studies of the flow field are also discussed. Excellent agree
ment is achieved between analysis and experiment. 

Introduct ion 

The problem of natural convection heat transfer from bodies sub
merged in stratified fluids arises in many important applications. Only 
a few studies of the effect of stratification on the heat removal process 
have been published. Eichhorn's [l]1 series solution predicts the heat 
transfer from a vertical plate immersed in a linearly stratified fluid. 
Fujii, Takeuchi, and Morioka [2] give both analytical and experi
mental results for a temperature stratification in which the ambient 
temperature distribution varies with distance to the 0.7 power. Piau 
[3] carried out a study in which both the plate temperature and the 
ambient temperature varied with a power of the distance along the 
plate. His experimental temperature distributions compare well with 
his theory, but in order to make the comparison, he had to use a 
nonzero starting length. Eichhorn, Lienhard, and Chen [4] have given 
experimental heat transfer results for. isothermal spheres and hori
zontal cylinders. 

In this paper, a finite isothermal vertical plate in a stable, thermally 
stratified fluid is considered. Cheesewright's work [5] and the paper 
of Yang, Novotny, and Cheng [6], have shown that a similarity solution 
is not possible. This fact was recognized by Eichhorn and by Fujii, et 
al., who developed series solutions to account for the nonzero leading 
edge temperature difference. Eichhorn had calculated only three 
terms in the series solution. Fujii, et al.,,showed that the fourth term 
is also necessary. In reconsidering the problem in this paper, the local 
nonsimilarity method developed by Sparrow and coworkers [7,8,9], 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division February 12, 1976. Paper No. 
75-WA/HT-62. 

and recently applied by Chen and Mucoglu [10] as well, has been used. 
The experimental portion of this paper presents information on 

heat transfer to a vertical cylinder in water for both the unstratified 
and the stratified cases. The Prandtl number ranged from 5.5 to 7.5 
and the Rayleigh number from 1.5 X 106 to 2.2 X 108 for the unstra
tified case and from 1.7 X 106 to 3.2 X 107 for the stratified case. The 
stratification parameter (defined in equation (2)) ranged from 0.6 to 
4.5. 

Outline of the Problem 
The coordinate system and boundary condition scheme are shown 

in Fig. 1. The wall temperature is uniform at Tw and the ambient 
temperature varies linearly with distance from the leading edge. The 
natural convection boundary layer equations for a vertical plate are 
the standard ones. 

The boundary conditions appropriate to the problem are: 

u(x, 0) = v(x, 0) = 0; T(x, 0) = Tw = constant 

u(x, ») = 0; T(x, °°) = T„0 + ax (1) 

where a = dT„/dx and T„0 is the ambient temperature at x = 0. 
Positive values of a imply a stably stratified ambient fluid, the only 
concern in this paper. 

As shown in [4], heat transfer from bodies immersed in a stratified 
environment can be expressed in terms of the usual Grashof (or 
Rayleigh) and Prandtl numbers and a parameter, S, involving the 
dimensionless ambient temperature gradient: 

Nu = Nu(Gr, Pr, S) 

where 

S = 
L dT„ 

(2) 
AT dx 

with L a characteristic body dimension, AT a characteristic temper 
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ature difference and dT„/dx the slope of the ambient temperature 
profile with vertical distance. In this paper: L = length of the plate 

AT = ATm = mean temperature difference 
dT„/dx = a = constant 

and S > 0 only. The condition Tw > T„ implies S < 2 so long as a > 
0. When a = 0, the ambient fluid is isothermal and S = 0. When Tw 

= To. at some point on the plate, S > 2 and for the condition Tw - • 
To, at x = 0.5L, S -» <=. The numerical value of S has a significant 
effect on the heat transfer rate and the plume configuration. These 
will be discussed in a later section. 

With a finite initial temperature difference, ATo, the local tem
perature difference, AT, decreases linearly with x, the distance from 
the leading edge: 

AT=ATQ(l-—-) 
\ 2 + SL/ 

(3) 

When x/L = (2 + S)/2S, the buoyancy of the fluid near the wall is 
zero. 

Analysis 
The equations governing natural convection to a vertical surface 

in a thermally stratified environment have been presented by a 
number of authors. Eichhorn [1] considered the case of a linear 
thermal-stratification and presented solutions for three terms in the 
series expansion of the nonlinear partial differential equations. Fujii, 
et al. [2] solved four terms of a similar series, but their case (both ex
perimental and theoretical) was for an environment with a nonlinear 
thermal-stratification so the results cannot be compared directly with 
either Eichhorn's earlier results or those of the present study. 

Instead of extending the series to include a fourth, as Fujii, et al., 
did, and possibly a fifth term, we decided to try the local nonsimilar 
solution technique proposed recently by Sparrow and developed by 
him and a number of co-workers [7-9]. This method is not without 
its own set of problems, however, some of which will be alluded to in 
the following discussion. An elaborate discussion of the local non-
similarity method, though, will not be given. 

As a starting point, the dimensionless transformed partial differ
ential equations are: 

F'" + 3FF" - 2F'F' + 8 = 4£[F'(dF'/d£) —F"(dF/d&], 

(1/Pr)0" + 3F8' - 4iF' = 4£[F'(<W<5?) - B'(dF/dO], 

F(£, 0) = F'(£, 0) = 0(f, 0) - 1 + i. = 0, 

F'(£, oo) = 0(£, co) = 0 

where the primes denote partial derivatives with respect to T\. 
The transformations used to develop the equations.are: 

(4) 

* = 4v\gP(Tw - Taa)/Av^x^F(^ n) 

8=(T- T„)/(TW - T„0) 

f = ax/(Tm - Tooo) 

\gP(Tw - T„o)/4z«! ,211/4, 
y (5) 

so the physical variables can be recovered in the usual fashion. 
In the local similarity technique (also called the first level of trun

cation in the parlance of the local nonsimilarity method), the right-
hand sides in equation (4) are deleted. The equations that remain are 
treated as ordinary differential equations and solved with the variable 
£ taking the role of a parameter. 

In the second level of truncation, the terms on the right-hand sides 
are retained, but additional differential equations are developed to 
provide estimates for them. The additional equations are found 
simply by differentiating each of the foregoing equations with respect 
to the variable £ and defining the new terms 

G = dF/d£, 0 = <90/d£ 

to allow the right-hand sides, deleted in the first level of truncation, 
to be retained in the second level. 

The result is 

F'" + 3FF" - 2F'F' + 8 + 4£(GF" - F'G') = 0, 

(1/Pr)0" + 3F8' - 4ff" + 4((G0' - F'<t>) = 0, 

G'" + 3FG" - BF'G' + 1F"G + <i> + 4£(GG" - G'G') 

= 4£[F'(dG'/d£) -F"(dG/d£)], 

(l/Pr)(/>" + 3F<p' - 4F'4> + 1G0' - 4F' - 4£G' 

+ 4£(Gcy - G'<t>) = 4$[F'(d<l>/dZ) - 6'(dG/dO], 

F f c 0 ) = F f t 0 ) = G({,0) = G U 0 ) 

= 0(£, 0) - 1 + £ = 4>(Z, 0) + 1 = 0, 

F'(k, oo) = G'(£, oo) = fl(f, » ) = <£(£, c„) = o (6) 

To close the system of equations at the second level, terms involving 
3G/3f and <9</>/df in equation (6) are deleted (being regarded as small) 
and the whole set is treated as a coupled system of ordinary differ
ential equations, parameterized in £. 

The equations resulting from the foregoing transformation and 
simplifications were programed for solution on the digital computer. 
A modified predictor-corrector integration routine was used with 
appropriate first guesses for the missing initial boundary conditions. 
Subsequent initial values were obtained using the Nachtsheim-
Swigert [11] method. This technique finds modified initial values by 
seeking to minimize the error of the solution at infinity. Additional 
differential equations are solved along with the system equations to 

.Nomenclature-

a = ambient temperature gradient, dT„/dx 
F = dimensionless stream function, equa

tion (5) 
G = auxiliary function, dF/d^ 
GTX = Grashof number based on initial tem

perature difference, gfiAToX3/n2 

Gr = Grashof number based on mean tem
perature difference, g(SATmx3/v2 

g = gravitational acceleration 
h = average heat transfer coefficient 
k = thermal conductivity 
L = height of plate 
L\, Li = plume-related dimensions, Fig. 7 
Nu = local Nusselt number based on initial 

temperature difference, qx/kATo 

Nu = average Nusselt number based on mean 
temperature difference, Q/kATm 

Pr = Prandtl number 
q = local heat transfer rate per unit surface 

area 
Q = overall heat transfer rate per unit 

width 
Ra = Rayleigh number based on mean tem

perature difference, gf3ATmL3/i'a 
S = stratification parameter aL/ATm 

T = temperature 
AT = temperature difference between wall 

and free stream, Tw — T„ 
u, v = x and y velocity components 
x, y — vertical and horizontal coordinates 
a = thermal diffusivity 

(3 = coefficient of thermal expansion 
r) =• dimensionless horizontal distance, 

equation (5) 
v = kinematic viscosity 
^ = stream function 
0 = auxiliary function, dd/dl; 
8 = dimensionless temperature, equation (5) 
£ = dimensionless vertical distance, equation 

(5) 

Subscr ipts 

iso = isothermal 
0,m,t = leading edge, midheight and top of 

the plate, respectively 
w, oo = wall and ambient, respectively 
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Table 1 Local heat transfer and friction coefficients for Pr = 0.7 and 6.0 

Fig. 1 Coordinate system and scheme of boundary conditions 
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Fig. 2 Theoretical local heat transfer rate for Pr = 6.0 

obtain the needed information. We found it necessary to place "in
finity" very near ?/ = 0 to start the solutions. "Infinity" was increased 
automatically as more and more refined estimates of the missing 
initial values were found. The computations were stopped when (F'2 

+ F"2 + B2 + 6'2) at infinity was of the order 10"10. With this crite
rion, infinity varied from t] = 10-16. 

Calculations were performed for Pr = 0.7 and Pr = 6.0 (the mean 
value of the experimental range) for each of the sets of equations (4) 
and (6). The heat transfer results for Pr = 6.0 are shown in Fig. 2 which 
also includes the series solution [1]. The form used illustrates directly 
the effect of stratification by comparing the actual local heat transfer 
rate with the rate for a plate at Tw in a uniform temperature envi
ronment at T^o-

A set of velocity and temperature profiles for Pr = 6.0 determined 
from equation (6) (second level of truncation) is shown in Fig. 3. They 
can be compared with Fig. 3 of reference [1] which shows the same case 
as determined by the series solution. The most noticeable difference 

5 

0 . 0 

0 . 1 

0 . 2 

0 . 3 

0 . 4 

0 . 5 

0 . 6 

0 . 7 

0 . 8 

0 . 9 

P r = 

- B ' ( S . 0) 

1.0074 

0.9180 

0.8266 

0.7313 

0.6330 

0.5323 

0.4296 

0.3250 

0.2187 

0.1104 

6 . 0 

F " ( S , 0) 

0.4648 

0. 4094 

0.3560 

0. 3076 

0.2616 

0.2169 

0.1731 

0.1296 

0.0864 

0. 0432 

P r = 

- 8' ( ? , 0) 

0.4995 

0.4587 

0.4177 

0.3769 

0. 3374 

0.3004 

0.2677 

0.2337 

0. 1778 

0.0975 

0 . 7 

F " < e . 0) 

0.6789 

0.6249 

0.5705 

0. 5152 

0.4587 

0.3994 

0.3331 

0.2513 

0.1606 

0.0764 

is in the prominence of negative vertical velocities and temperature 
differences (T — T„) exhibited by the series solution. 

Numerical values of 0'(£, 0) and F"(l-, 0) for both Prandtl numbers 
for the second level of truncation are given in Table 1. The numerical 
solutions were carried only to £ = 0.9. All previous cases which have 
been calculated have shown the third level to differ negligibly from 
the second. For the present case, calculations for the third level were 
carried out for Pr = 6.0 at £ = 0.4 where the agreement between the 
absolute values of the first and second level is worst. The result was 
F"(0.4, 0) = 0.2641 and 0'(O.4, 0) = -0.6282, each of which are within 
one percent of the second level values given in Table 1. 

In applying the local nonsimilarity method, most authors have also 
deleted the underlined terms in equation (6). In the work of Chen and 
Mucoglu [10] the terms were retained without comment. The problem 
was discussed by Rogers [12], who concluded the additional terms led 
to a mathematical instability in the equations. Our experience with 
both forms of the equations does not agree with Rogers' conclusion. 
When the dimensionless temperature was formed with reference to 
the local temperature difference, a solution for the resulting equations 
could be found around £ = 0.7, only if the additional terms were kept 
in the equations. In addition, retention of the terms gives closer 
agreement between the second and third level calculations than if the 
terms are dropped in the second level. By way of example, at £ = 0.4 
for Pr = 6.0, the second level calculation without the underlined terms 
gave fl'(0.4, 0) = -0.6533 and F"(0A, 0) = 0.2543. These values are 
about four percent from the third level solutions. 

To compare the experimental results with theory requires average 
values for the heat transfer rate. These have been obtained by inte
gration of polynomial expressions fitted by least squares to the local 
heat transfer results 

Nu (?'(£, 0) 
1 + C,f + C2^ + C3f

3 + C4^ (7) 
Nu i so fl'(0,0) 

where the C's are given in Table 2. The local Nusselt number can be 
represented by the expression 

Nu = qx 
kAT, 

r am o)] 
o L V2 J 

+ C& + Caf3 + C4£
4) (8) 

where Gr* = g/3AT0x
s/i>2. 

The overall heat transfer, obtained by integrating equation (8) over 
x is 

kAT, o L 3V2 J (f) (9) 

Fig. 3 Theoretical velocity and temperature profiles for Pr = 6.0 where Q is the heat transfer rate per unit width of the plate and 
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H(e 1 + 3?* + Tic* + fc* + &* 
Alternatively, the heat transfer rate can be expressed in terms of 
Nusselt and Grashof numbers based on a mean temperature differ
ence over the length x: 

Nu-
kAT0 

where Gr = gfiAT, 

-•[i*H«*""[dr (10) 

,x3/v2 

(1 - 0.5£)5/4j 

For the unstratified case, the Nusselt 
number, NUJSO is obtained simply by setting £ = 0 in equation (10). 

These results are appropriate for S < 2. For S > 2, a portion of the 
plate extends above the value of x at which the plate temperature 
equals the ambient temperature (f = 1). For S = °°, if the properties 
are uniform, the net heat transfer from the plate will be zero, with the 
upper half absorbing as much heat as is rejected by the lower half. To 
find an expression for the heat transfer when 2 < S < <=, we will as
sume that the heat transfer rate for the portions of the plate above 
and below £ = 1 are each given by equation (9) with f = 1. The heat 
absorbed by the upper portion then depends only on Tm — T„t and 
L, — L', where U is the value of x at which Tw = T„. Similarly, the heat 
rejected by the lower portion depends on Tw — T„o and L'. The net 
heat transfer rate from the plate is 

Q 

kATa r"[(rr-( t^n '-rf] «» 
where A = -4 /3V2 B' (0,0) H(1) (g(3AT0L

s/v2)1''1. Expressing the ratio 
of lengths and the ratio of temperature differences in terms of S, the 
average Nusselt number based on the mean temperature difference 
is then given by 

Nu 

Nu i so 
•• B(PT)S1'4 (12) 

where B = 1.480 for Pr = 0.7 and B = 1.179 for Pr = 6.0 and S = aLI 
ATm. 

We are not suggesting, in this simple analysis, that q is necessarily 
zero at x = L'. Except for the case S = •», the boundary layer from 
below will arrive in the vicinity of x = L' with a higher momentum 
than the one from above. This will cause the point of separation from 
the surface to occur at some x > L', and most likely, q > 0 at x = L'. 
It does appear, however, that very little heat transfer takes place near 
x = L' so the point may be moot. In addition, near x = L' the flow 
begins to turn so the boundary layer analysis is not appropriate any
way. The experimental results presented below seem to bear out the 
prediction very well indeed. 

Experiment 
The experimental apparatus is essentially the same as that de

scribed in [4]. A 25.5 cm cubical tank with plexiglas s side-walls 
contained stratified water. The top and bottom are isothermal copper 
plates, criss-crossed with tubing supplied with water from commercial 
constant-temperature water baths. The sides are insulated with 5 cm 
polyurethane foam, which can be slid apart on two opposing sides to 
permit observation. 

The tank was heated on the top and cooled on the bottom to achieve 
a nearly linear vertical fluid temperature distribution. Two thin 
copper sheets were placed along two side walls to improve the linearity 
of the temperature distribution and to decrease the time required to 
achieve thermal equilibrium. The actual test object was a 1.9 cm dia 
by 7 cm long copper cylinder with a central heater suspended verti-

Table 2 Coefficients of approximate polynomial for local Nusselt numbers 
for Pr = 0.7 and 6.0 

Pr 

6.0 

0.7 

C l 

-0.8620 

-0.7572 

C 2 

-0.1989 

-0.7485 

C 3 

0.0865 

2.2715 

C4 

-0.0256 

-1.1770 

RMS e r r o r 

0.0002 

0.0053 

-
-
-

-

1 

o 
X 

— 

1 1 1 1 1 I I I 
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Fig. 5 Influence of the stratification on heat transfer 

cally in the center of the tank. Unheated plexiglas s extensions were 
fixed to the heated copper cylinder for 2.54 cm on the bottom and 3.81 
cm on the top end. The extensions served to reduce heat loss from the 
ends of the cylinder. Calculations were made to assure that they had 
a negligible effect on the uniformity of the wall temperature. The test 
section was sufficiently small that, for the heat transfer coefficients 
we observed, its Biot number was considerably less than unity. Ac
cordingly, it was essentially isothermal and its temperature was 
measured with a single thermocouple buried in the copper. As further 
assurance of the adequacy of the temperature data, a few initial 
measurements were made with three thermocouples spaced along the 
height of the cylinder. Differences were not detectable. 

The thermocouples were 0.127 mm dia copper-constantan with an 
ungrounded junction sheathed in 0.5 mm OD stainless steel. To 
measure the fluid temperature distribution one thermocouple was 
traversed vertically through the fluid by a gear-motor, screw-Unislide 
mechanism at speeds up to 1.25 cm/min. The temperature profiles 
were plotted directly on an x-y recorder. Although the driving speed 
was very low, the time lag of the thermocouple could still be observed 
(<0.05°C). Therefore, the thermocouple was driven from the bottom 
to the top of the tank and then reversed in direction to the bottom. 
The actual temperature profile was taken as the average of the two 
profiles. The temperature difference between the cylinder and the 
ambient fluid at the midheight of the cylinder was measured directly 
with two thermocouples in series and read from a Leeds & Northrup 
7554 type K-4 potentiometer. Power to the heater was calculated from 
the d-c voltage drops across the heater and across a precision series 
resistor. Both voltages we're measured with a 0.5 percent accuracy 
digital voltmeter. The probable errors for the present data are: Nu: 
±3.2 percent, Ra: ±4.3 percent, S: ±3.5 percent. 

Visualization of the flow field was obtained by the thymol blue dye 
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Fig. 6 Effect of the stratification on plumes

method [13J. About one third of the data presented were taken with
this fluid and the rest with distilled water. Since the stratification was
not perfectly linear, a nominal value of the temperature gradient, a,
was used to form 8 (see inset in Fig. 7). This value was defined as

8 =~ [Tw - T ~O ]

t:>.Tm L 1 .

for plumes that rose above the top of the copper cylinder. For plumes
leaving the sides of the cylinder (i.e., 8 > 2),

8= T~l - T~o

t:>.Tm

In each case t:>.Tm is the difference between the wall temperature and
the ambient temperature at the midheight of the cylinder.

Overall heat transfer coefficients,7i., were obtained by dividing the
observed heat input by the area of the heater and t:>.Tm. These in turn
were reduced to Nusselt numbers, Nu = hL/k. Nusselt numbers were
optained for both an isothermal and a stratified fluid.

Experimental Results. Two sets of heat transfer data were ob
tained. The first set was for an unstratified fluid at about 25°C. They
provided a test of the measurement methods against the results of
other investigators. The second set was made with ambient temper
ature profiles and heat flows that gave a variation of 8 from 0.607 to
4.41. In order to compare with theoretical predictions for vertical flat
plates, all the data from the vertical cYlinder were corrected for a small
curvature effect. These corrections were based on the work of Cebed
[14} and were less than 14 percent.

The unstratified data are shown in Fig. 4. All properties were
evaluated at the film temperature. Both the uncorrected and the
corrected data points are shown. The solid line is a least squares fit
to the corrected data. Its formula, Nu = 0.657 Ra1/ 4 can be compared
with (for PI' = 6.0) 0.607 Ra1/4 from similarity solution calculations
and 0.654 Ral/4 from Squires' integral method. For PI' = 6.0, we know
of no published experimental data from vertical cylinders between
Ra = 200 and Ra = 2 X 108 with which to compare these data.

Fig. 7 Plume heights for vertical cylinder

Fig. 5 shows experimental average heat transfer data for the
stratified case. All properties were evaluated at the film temperature
at the midheight of the cylinder. The heat transfer data were corrected
for curvature in the same way as in the unstratified case and nor
malized with NUiso = 0.657 Ra1/ 4.

Several theoretical curves are also shown: For 8 < 2 the curves
correspond to the first and the second level local nonsimilarity solu
tions and the series solution. For 8 > 2, we show the relation given by
equation (16), which although approximate, contains no empirical
constants. Agreement between experiment and theory is excellent for
the second level of truncation and its extension (equation (12)) to
values of 8 > 2. Except for one data point, the experimental results
are within ±3.5 percent of the absolute value of the ordinate. In terms
again of absolute values, the series solution (and its continuation in
the manner of equation (12), if that were to be done) would lie at most
9 percent below the experimental data.

Observation of Plumes. Fig. 6' is a set of photographs of the
plumes for various values of 8. In measuring the plume height, two
lengths, L 1 and L 2, measured above the leading edge, are defined:

L 1 = height at which T ~ = T,u
L 2 = height at which the plume begins its horizontal spread.

The value ofL 1 was obtained from the thermocouple traces, while L 2

was measured from 35 mm pictures of the plumes. Fig. 7 shows the
results of these measurements as a function of 8. Also shown is the
formula, (8 + 2)/28, which would be identical to LdL if the tem
perature profiles were exactly linear.

For finite values of 8 < 2, the plume rises above the body to a dis
tance determined by the maximum plume buoyancy and moment.um.
Above this distance, there is little fluid motion and the plume, upon
reaching it, spreads horizontally and slightly downward. For S = 2,
the ambient temperature on a horizontal even with the top of the body
is equal to the body temperature and the final vertical excursion of
the plume is near that plane. For 8 > 2, the ambient temperature
adjacent to the upper edge of the body is higher than the body tem
perature. In this case, a nearly horizontal plume leaves the body near
the point where the body temperature is equal to the local ambient
temperature.

In performing the experiments, small values of 8 were achieved by
combining a small ambient temperature gradient with a large tem
perature difference. Consequently the temperature distribution was
more distorted for small 8 than for large 8. This effect causes the
difference between LdL and (8 + 2)/28 to increase as 8 decreases.
For the same reason, reliable heat transfer data could not be obtained
for 8 less than 0.6. The inconsistency between L 1 and L 2 is probably
caused by (a) the boundary layers which meet to form the plume have
unequal momenta by virtue of having developed over different
lengths; (b) the plumes have time to cool down when they rise above
the top ofthe cylinder; (c) the ambient temperature was not perfectly
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Fig. 8 View of plume from above

linearly stratified; and (d) the plexiglas s extension may have slightly
affected the flow field.

Fig. 8 is a photograph of the plume taken at an angle of about 30
deg above the horizontal. The value of S was 3.12. The photograph
clearly shows a radial striation of the plume. This effect is probably .
caused by the fact that the plume is initially colder on the top than
on the bottom and is therefore unstable. This phenomenon, which
was observed for all plumes for S > 2, is similar to that reported by
Schetz and Eichhorn [15] for natural convection heat transfer with
step changes in surface temperature. It leads to thicker plumes than
would result if the instability was absent. Vertical mixing is probably
also en\1anced.

Conclusions
1 The local nonsimilarity method can be applied successfully to

predict the effect of ambient temperature stratification on heat
transfer to vertical surfaces, so long as the local temperature difference
between the surface and the ambient remains of one sign. The local
and average heat transfer rates for a linear stratification of the envi
ronmentcan be approximated by equations (8) and (10), together with
Table 2.'

2 If the thermal conditions are such that the temperature dif
ference between the body and the ambient changes sign at some point
on the body, the average heat transfer rate is simply determined by
the difference in heat transfer between the two portions of the surface
which are rejecting or absorbing heat. The result (for S > 2), which
contains no empirical constants, is given in equation (12).

3 Observation of the plume from such bodies indicates that it rises

Journal of Heat Transfer

to a point near where the ambient temperature is equal to the surface
temperature and then flows horizontally away from the body.

4 For cases in which the temperature difference between surface
and ambient changes sign, the horizontal plume has cold fluid on the
top and warm fluid on the bottom and is, therefore, slightly unstable.
An increase in vertical mixing results.
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Free Confection Heat Transfer 
From Spheroids 
Measurements of the heat transfer by free convection from isothermal spheroids to air are 
reported. The range of Rayleigh number, Ra, covered was sufficiently large that both Mick 
boundary layer effects (at low Ra) and turbulence (at high Ra) affect the heat transfer. 
Data are reported for one prolate spheroid and two oblate spheroids. The results of an ap
proximate method of analysis, which accounts for both thick boundary layers and turbu
lence, are also given. These are compared to the present measurements, and to earlier 
measurements for spheres. Excellent agreement with experiment is found. Correlation 
equations, from which average heat transfer rates can be calculated, are also given. These 
are thought to be valid at all Rayleigh numbers over a large range of eccentricity. 

1 Introduction 

Recent years have seen a rapid intensification of research related 
to the measurement, prediction, and understanding of heat transfer 
by free convection. For external free convection, measurements and 
predictions have focussed on problems where the flow is two-di
mensional (e.g., vertical plates and cylinders, tilted plates, horizontal 
circular cylinders) or axisymmetric (e.g., spheres). References [1-10]x 

list some of the important contributions to these problems from the 
analysis side. 

The solutions in references [1-10] are obtained from simplified 
equations of motion which contain the boundary-layer approxima
tions and which ignore curvature effects (the equations are written 
in local Cartesian coordinates). Also, no account has been taken of 
turbulent heat transfer from part or all of the surface. 

Langmuir [11] recognized the importance of accounting for cur
vature effects and a few solutions, including at least some of these 
effects, have been obtained [12-16]. Reference [16] also makes al
lowance for turbulent heat transfer. It was shown in [16] that, for 
two-dimensional bodies, there is often no range in Rayleigh number 
for which solutions, ignoring curvature effects and turbulence, are in 
agreement with experiment. In this paper we extend this study to 

some axisymmetric bodies (spheroids). The organization of the pre
sentation is as follows. 

First, measurements are reported for isothermal spheroids of var
ious eccentricities immersed in quiescent air. Previous measurements 
have been apparently restricted to spheres [17-21(a)]. 

Second, these measurements are compared with three analyses; the 
first of these neglects curvature and turbulence effects, the second 
corrects for curvature effects but neglects turbulence, the third ac
counts for both. The method of prediction is that proposed by Raithby 
and Hollands [16, 22]. By comparing experiment and these results of 
analyses it is possible: (a) to make a statement about the range of 
Rayleigh number over which adequate predictions of an average 
Nusselt number can be expected from analyses based on local Car-
tesian coordinates, and (b) to evaluate the success of the Raithby-
Hollands method for accounting for turbulence and curvature ef
fects. 

Third, based on the analytical results, correlation equations are 
then obtained from which the average heat transfer from spheroids 
of moderate eccentricity can be calculated. 

A separate note in this issue of the journal [22(a)] extends the 
analysis to the case of prolate spheroids with high eccentricity; these 
resemble vertical needles, tapered from the center toward both 
ends. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 3,1976. Paper No. 76-HT-BBB. 

2 Experiment 

Measurements of heat transfer by free convection from oblate and 
prolate spheroids of moderate eccentricity (C/B = 0.5), and from one 
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C/B 

1.000 

0.900 

0.800 

0.700 

0.600 

0.500 

0.400 

0.300 

0.200 

0.100 

0.050 

0.010 

0.005 

0.001 

Table 1 Constants i'-, and i2 

Prolal-p Spheroid 

£ 1 

2.000 

1.935 

1.873 

1.814 

1.759 

1.709 

1.665 

1.627 

1.598 

1.578 

1.573 

1.571 

1.571 

« n/2 

£ 2 

1.683 

1.653 

1.624 

1.596 

1.570 

1.545 

1.524 

1.506 

1.491 

1.481 

1.479 

1.478 

1.478 

1.478 

2 V / £ i 

0.878 

0.896 

0.913 

0.931 

0.948 

0.964 

0.980 

0.993 

1.005 

1.012 

1.014 

1.015 

1.015 

1.015 

Oblate 

£ 1 

2.000 

1.868 

1.739 

1.615 

1.494 

1.380 

1.274 

1.177 

1.094 

1.030 

1.009 

1.001 

1.000 

1.000 

h 

1.683 

1.601 

1.518 

1.435 

1.352 

1.269 

1.187 

1.108 

1.033 

0.969 

0.945 

" 
" 
--

Spheroid 

2*f2*/f1 

0.878 

0.906 

0.935 

0.966 

0.997 

1.030 

1.062 

1.091 

1.114 

1.128 

1.129 

" 
" 
— 

Table 2 Value:; of t3 (equation (!>)) and n (equation (6)) 

oblate spheroid of large eccentricity (C/B = 0.1) to air are reported. 
Notation, cross-sectional drawings, and pertinent data on these 
spheroids are presented in Fig. 1. 

The objective of the experiments was to measure average Nusselt 
numbers over a large Rayleigh-number range. This range was achieved 
by locating the spheroids in a pressure vessel (a cylinder 38.5 cm in 
diameter and 150 cm long) and performing the measurements at 
various pressure levels (as, for example, in [23, 24]) between 0.028 and 
2.35 bar. The wall of the pressure vessel was maintained at a uniform 
temperature by water cooling. Its temperature, required for radiation 
corrections, and the air temperature far removed from the spher
oid-location, were both measured using shiejded thermocouples. The 
air pressure was measured using a U-tube manometer to an overall 
accuracy of ±0.0005 bar. Measurements showed that there was no 
appreciable thermal stratification of the air during the experiments. 

Large spheroids were desired in order to obtain a significant tur
bulent heat transfer, but their size was limited by the additional re
quirement that enclosure effects [25] be unimportant; the compromise 
dimensions appear in Fig. 1. Isothermal-surface boundary conditions 

i£/B2 

1.00 

0.80 

0.60 

0.50 

0.40 

0.20 

0.10 

0.05 

0.01 

£3 
Oblate 
Spheroid 

0.73 

0.79 

0.87 

0.93 

0.99 

1.20 

1.44 

1.73 

-

f3 
Prola te 
Spheroid 

0.73 

0.73 

0.72 

0.71 

0.71 

0.71 

0.71 

0.71 

0.71 

ii 
Oblate 
Spheroid 

6 

5 

5 

4 

3 

2 . 5 

2 . 5 

-
-

Prolate 
Spheroid 

6 

6 

6 

6 

6 

6 

-
-
-

were achieved by manufacturing the spheroids from a high thermal 
conductivity material (Aluminum 6061-T6) and by keeping a low 
internal resistance to heat flow. The contours of the spheroids were 
accurately machined and their surfaces finely polished. 

Two thermocouple junctions were imbedded at different locations 
in each spheroid and the leads buried in shallow grooves in the surface 
which conducted the wires to the rear stagnation region. A small 
heater (5 mm in diameter for the C/B = 0.5 spheroids and 3 mm for 
the C/B = 0.1 spheroid) was also imbedded through the rear stagna
tion region. A high thermal conductivity cement was used to fill the 
grooves and the space around the heater. Current was fed to the heater 
through two very fine bare wires (as small as 0.25 mm dia); some of 
the experiments were repeated using lead wires of different diameter 
and material. The mass of each spheroid was accurately determined 
by weighing; the mass of the heater, thermocouple wires, and cement 
amounted, in the worst case, to 0.4 percent of the total spheroid mass. 
Prior to testing, the appropriate spheroid was suspended in the center 
of the pressure cylinder from 0.3 mm nylon leads, and its axis of 
symmetry precisely aligned with the vertical direction. The cold 
junctions of the spheroid thermocouples were radiation shielded and 
located on the center line of the pressure vessel, one on each side of, 
and 50 cm removed from, the spheroid; the voltage output of these 
was a direct measure of the spheroid-to-air temperature differ
ence. 

The heat transfer from the spheroid was determined by measuring 
its transient temperature decay from an initially heated state. Nor-

-Nomenclature2 . 

As = surface area of spheroid, equation (B.6) 
B = dimension of spheroid along its major 

axis 
C = dimension of spheroid along its minor 

axis 
Cg = "universal" function of Pr for laminar 
_ flow Ce = 0.50/[l + (0.49/Pr)9/16]4/9 

Ct = 4Ce/S 
Ct = "universal" function of Pr for turbulent 

flow. Ct = [0.14 Pr°-084; o.l5]% where [A, 
B]' = minimum of A and B 

A. /2 = definite integrals defined in Appendix 
B. Numerical values are given in Table 1 

/3: defined by equation (5) 
k: thermal conductivity 
C: see Table B.l 
m: see Table B.l 
n: exponent in correlation equation, numer

ical values appear in Table 2 
NUB = average Nusselt number for spheroid 

based on the length B (measured, or pre
dicted from analysis which includes 
thick-layer and turbulence effects) 

(Nufl)^( = predicted average Nusselt number 
based on .laminar, thin-layer analysis 
(Appendix B) 

(NUB)C = predicted average Nusselt number 
based on laminar analysis, where correc
tions for thick-layer effects have been 
made (Appendix B) 

(Nu£j)cor,d = Nusselt number in the conduc
tion limit (equation (3)) 

(NUB)< = average Nusselt number from 
analysis in which turbulent heat transfer 
is presumed everywhere on the surface, 
and RaB is very large 

Pr = Prandtl number calculated at temper
ature (Ts + T„)/2 

Rafl = Rayleigh number based on AT and 
B 

S = one-half the perimeter of body in flow 
direction 

Ts - temperature of spheroid 
T„ = temperature of ambient air far from 

spheroid 
AT = TS- T„ 
(rj, 0, ^ ) = spheroidal coordinates (see Ap

pendix B) 

2 Where symbols have been used only once, they 
are defined immediately after their appearance in 
the text, and are not repeated here. 
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mally, the surface temperature was elevated to 44° C above ambient 
and it was allowed to cool to 36°C before measurements were re
corded. The rate of change of its temperature with time was deter
mined by accurately measuring the time for the temperature differ
ence to decrease by 0.6°C. The voltage output of the thermocouple 
determining the temperature difference was measured using a Leads 
and Northrup K-5 potentiometer (±0.005 percent of reading or ±0.1 
HV, i.e., ±0.006°C). After making this measurement, the pressure, air 
temperature and wall temperature in the cylinder were noted. The 
Rayleigh number was calculated using the mean temperature dif
ference over the measurement period, and evaluating all air properties 
at the average film temperature; all properties were calculated from 
equations by Hilsenrath [26]. The total rate of heat loss was deter
mined from the measurements and a knowledge of the spheroid mass 
and specific heat. To calculate the heat transfer by free convection, 
upon which the Nusselt number is based, required corrections for 
radiation and conduction via the lead wires. 

The heat transfer by radiation was determined using the measured 
temperatures, the surface area of the spheroid, and its emissivity. The 
total normal emissivity of a sample of the aluminum, with a similar 
surface finish, was measured on a Gier-Dunkle DB100 Reflectometer 
and this was converted to the hemispherical emissivity shown in Fig. 
1 (see Eckert and Drake [27]). The heat loss by conduction along the 
nylon support wires, the thermocouple lead wires, and the heater lead 
wires was calculated by the method outlined in Appendix A. All of the 
lead losses were normally small, but at low pressures the heat transfer 
along the heater leads climbed to 16 percent of the heat loss by free 
convection. The calculated total heat loss via the leads and by ra
diation were subtracted from the total heat loss, and the Nusselt 
number calculated. 

Five such measurements were repeated in rapid succession and an 
average Nusselt number and Rayleigh number were formed. A total 
of 78 of 85 recorded sets of data are reported. The unreported sets are 
those in which experimental conditions varied during the course of 
taking the measurements, or the total heat loss via the leads exceed 
13 percent of the heat loss by free convection. 

Exper imenta l Results . For all the test conditions used, the 
Prandtl number was about 0.71 (actually 0.709 < Pr < 0.711). For the 
prolate spheroid with C/B = 0.5, the Nug versus Ras results are 
plotted in the lower part of Fig. 2. The data show very little scatter 
and measurements for different heater-lead wires are entirely con
sistent. The solid curve drawn through the data is an analytical result 
which will be described later. 

The upper part of Fig. 2 shows some experimental results by El-
enbaas [18] and Mathers, et al. [19] for spheres (C/B - 1.0) and cor
relation equations based on the experimental results of Kyte, et al. 
[17], Tsubouchi and Sato [20], Yuge [21], and Amato and Tien [21a]. 

C (mm) 

B (mm) 

MASS (kg) 

EMISSIVITY 

SPECIFIC HEAT 
( k j / k g C) 
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OBLATE SPHEROID 

(SIDE VIEW) 

3 9 2 

78-6 

0-341 

0 0 5 6 

0-96 

C/B» 01 
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(SIDE VIEW) 

8 0 0 
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0•0734 
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0-96 
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(SIDE VIEW) 
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(NuB ) , PREDICTION ACCOUNTING 

FOR THICK LAYER AND 

TURBULENCE 

Fig. 2 
(lower) 

-2 0 2 4 6 8 10 12 14 
L0G | 0 (RaB) 

Data, results of analysis, and correlation equations for prolate spheroid 
and sphere (upper) 

Other curves are the result of the present analysis. 
The data for the two oblate spheroids are plotted in Fig. 3. There 

is again little scatter in the measurements and no systematic differ
ences between results obtained using different heater leads. The solid 
curves are the results of the analysis, which is now described. 

3 Analysis 

The foregoing measurements are now compared with analysis, 
keeping in mind the concerns expressed in the Introduction over the 
effects of curvature and turbulence on the average heat transfer. The 
first section in the following presents a simple analysis which neglects 
curvature and turbulence effects; the second corrects this result for 
curvature effects, and the third accounts for both curvature and 

4 6 8 

L O G I O ( | R O B ) 

Fig. 1 Top and side views of spheroids, showing dimensions and other data Fig. 3 Present data for two oblate spheroids, and the results of analysis 
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turbulence. Building up the analysis in this step-by-step way permits 
a direct insight into the relative importance of these effects. 

Laminar, Thin-Layer Results. The term "thin-layer" [16] is 
associated with laminar boundary-layer analyses in which local 
Cartesian coordinates are used in expressing the conservation con
straints. Thus, the general solutions for bodies of arbitrary contour 
[9,10], and many of the other solutions to free convection problems, 
fall into this category. The results presented here are obtained by a 
direct application of the thin-layer solution of Raithby and Hollands 
[22]. Although this solution is approximate, it has been shown to be 
in good agreement with other thin-layer analyses for vertical plates 
and horizontal elliptic cylinders [16] and spheres [22] with uniform 
temperature boundary conditions. The form of the solution is correct, 
it is accurate to about 1 percent for isothermal surfaces for Pr S; 0.5, 
and the evaluation of the solution is very easy. 

An abbreviated account of the application of this solution to the 
spheroid problem is given in Appendix B. The final result for the 
average Nusselt number is 

(Nui))« = 
KB 21 / 4 / : 

k 

,3/4 

h 

1/4 
(1) 

where / i and (2 are definite integrals whose values are given in Table 
1, where C( is a "universal" function of Prandtl number (see No
menclature), and m = B for prolate spheroids and m = C for oblate 
spheroids. The subscript tt on the Nusselt number is a reminder that 
this is the laminar, thin-layer prediction. 

Equation (1) is plotted in Pigs. 2 and 3. The agreement is closest 
for spheres, followed by the prolate spheroid, the C/B = 0.5 and C/B 
= 0.1 oblate spheroids, respectively. For the C/B = 0.1 oblate spheroid, 
the data point nearest to the thin-layer prediction is about 32 percent 
high, with discrepancies at other Rayleigh numbers becoming (rap
idly) larger. It is quite clear that the thin-layer analysis is considerably 
in error for all the geometries tested. 

Correction for Thick-Layer Effects. As already suggested, 
writing the underlying equations in local Cartesian coordinates ne
glects important curvature or "thick-layer" effects when the boundary 
layers are not "thin." A detailed discussion of this, and a method of 
making a first-order correction to the thin-layer results to account 
for it, has been given previously [16]. Briefly described, the method 
consists of dividing the spheroid surface into a large number of seg
ments and using the thin-layer solution to estimate the conduction 
thickness at each location. From the local surface shape (curvature), 
the local resistance to heat transfer from each segment can be esti
mated, and therefore one can correct the heat flux. The local heat flux 
is estimated in this way for each segment of the surface and the results 
numerically integrated to yield the total heat transfer (and, therefore, 
the average Nusselt number). The curves labeled (Nus)e in Figs. 2 
and 3 have been obtained in this way, and the region between this 
curve and the thin-layer result has been cross-hatched to emphasize 
the magnitude of the correction. The correction is very significant over 
a large Rayleigh number range, diminishing only at high Rayleigh 
numbers where the boundary layers are thin. 

It should be kept clearly in mind that: 

(a) no account has yet been made for turbulence; and 
(b) the Nusselt numbers, corrected for thick-layer effects, have 

been obtained by numerical integration so that these can no longer 
be directly evaluated from a closed-form solution. 

Comparing measurements and these (NUB)^ predictions, one finds 
excellent agreement for spheres and the prolate spheroid in Fig. 2, at 
least over the Rayleigh number range for which data are available. 
In Fig. 3, there is good agreement between these predictions and the 
data at lower Rayleigh numbers for the C/B = 0.5 oblate spheroid, but 
this gradually worsens at higher Ra^- For the C/B = 0.1 oblate 
spheroid, the correction has improved the agreement but the data lie 
consistently above the prediction. 

The main reason for the disagreement which remains is postulated 
to be the existence of turbulent heat transfer. This seems consistent 
with the above observations, for the areas first affected by turbulence 
(for an increasing Rayleigh number) would be the rear portions of the 

oblate spheroids. This is particularly true of the C/B = 0.1 spheroid 
where the rear surface is very nearly horizontal. 

Allowance for Turbulent Heat Transfer. The procedure for 
accounting for turbulent heat transfer is described very briefly in 
Appendix B. The details are recorded elsewhere [16, 22]. 

The predictions, accounting for both turbulence and thick-layer 
effects, are depicted by the solid lines in Figs. 2 and 3. The curves are 
labeled NUB. The area between the (Nus) ; results and these final 
predictions is cross-hatched to permit an immediate appreciation of 
the Rayleigh number range where turbulence is important, and the 
magnitude of this effect on the total heat transfer. 

A comparison with the present data in these two figures indicates 
that these "final" predictions of the Nusselt number are in excellent 
agreement with the data. Most agree to within 5 percent (68 out of a 
total of 78 data points); the maximum difference is about 15 percent. 

While the agreement between analysis and measurement is highly 
satisfactory, it is necessary to point out that the validation of the 
analysis at high Rayleigh numbers is incomplete. Measurements at 
higher Rayleigh numbers would be needed to complete the compar
ison. Also the reader is reminded that the analysis for heat transfer 
from the lower surface of the oblate spheroid is invalid in the limit as 
C/B —- 0, but this may not be a serious deficiency for predictions of 
Nufl since the heat transfer is dominated by turbulence on the top 
surface. 

Data are available for spheres over a large range of Rayleigh num
ber. Fig. 2 shows that the predictions for this geometry are also in 
excellent agreement with the measurements and correlations of Kyte, 
et al. [17], Elenbass [18], Mathers, et al. [19], Tsubouchi, et al. [20], 
and Yuge [21] (all for air), and in somewhat poorer agreement with 
the Amato-Tien [21(a)] correlation for water (partly because the 
Prandtl number is different, and partly because their equation does 
not fit their data well at the highest Rayleigh numbers). The agree
ment of the analysis with the present and earlier measurements for 
such a wide range of geometries lends strong support to the present 
method of analysis, and, therefore, to the other predictions for which 
experimental data are not yet available. 

Graphs of NUB for spheroids of other eccentricities are given in Figs. 
4 (prolate) and 5 (oblate). From Fig. 4 it is seen that almost the same 
asymptotic relation between Nus and Ra^ is approached for all ec
centricities at high Rayleigh numbers. At the other extreme, the 
conduction limit, the NUB value is sensitive to C/B, particularly for 
the larger eccentricities. If the curves were replotted with (C/B) Ra^ 
as the independent variable [22(a)], all the curves for small C/B would 
be brought together at small Rayleigh numbers. 

For oblate spheroids (Fig. 5), using (C/B) Rag as the independent 
variable brings the high eccentricity curves together at low Rayleigh 
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numbers, but distinctly different asymptotes are obtained for high 
Rayleigh numbers. If the independent variable were changed to Ras, 
the turbulent-heat transfer asymptotes would not be greatly different 
for different eccentricities; however, the curves would cross one an
other at intermediate Rayleigh numbers and a confusing graph would 
emerge. 

4 Correlation Equations for Moderate Eccentricities 
The "final" results of the analysis, plotted in the figures, have been 

obtained by carrying out the numerical integrations indicated in 
Appendix B. While this is neither a laborious task (the nonoptimized 
computer program in Fortran had about 120 statements), nor an ex
pensive one (in terms of computing time), it would be more convenient 
if the results could be expressed in the form of equations. Equations 
have been obtained which are accurate for a wide range of eccentri
cities for both oblate and prolate spheroids; these are described in this 
section. It should be kept clearly in mind that the equations represent 
an empirical jit to the results of the analysis. 

The equation should be constructed such that it has the correct 
asymptotes for small and large Raa, yet also fits the analytical results 
accurately at intermediate values. Since it is not immediately obvious 
what form this equation should take, the complexity of the problem 
was reduced by seeking first asymptotic equations which would be 
valid for laminar and turbulent heat transfer, respectively. These 
equations were then combined to give the desired result. 

Evaluation of ( N U B ) ^ First, for the laminar problem, the eval
uation of the equations in Appendix B was carried out with the tur
bulent heat transfer "turned off" (i.e., laminar heat transfer at all 
locations on the surface). The output was values of laminar Nusselt 
number, (NUB)^, for various C/B and Ras; some of these Nusselt 
numbers have already been plotted in Figs. 2 and 3. For all eccentri
cities for oblate spheroids and for prolate spheroids for C/B i, 0.2, it 
was found that these results were very closely fit by an equation of the 
form 

(NUB)*. = (NuB)COnd + ( N U B ) , (2) 

where (Nufl)cond is the value of NUB in the conduction limit and 
(Nufl)« is the Nusselt number from the laminar, thin-layer analysis, 
[equation (1)]. The error in approximating (NUB)^ by this equation 
is normally less than 1 percent. A maximum error of 2 percent occurs 
for the prolate spheroid for C/B = 0.2 (and 10 percent if the equation 
were to be used for C/B = 0.1). 

Equations for (Nug)col](j can be obtained directly from the analysis 
in Appendix B (equation (B-12)). For the prolate and oblate spher
oids, respectively, one finds 

(Nu f l)0 

(NuB)c o n d
 ; 

4Vl 

iVT-

- (C/B)2 

A 

- (C/B)2 

- 1 

(C/B) In tanhfe/2) 
(for prolate) 

(7r/2) — tan 1(sinh?ji 

where f\ is given in Table 1 and, by definition, 

m = 0.5 In ][1 + (C/B)]/[l - (C/B)]} 

(3a) 

(for oblate) 

(36) 

(4) 

Evaluation of ( N U B ) (. Now an equation is sought which is valid 
at asymptotically high RaB when the heat transfer is turbulent at 
(essentially) all locations on the surface. The corresponding Nusselt 
number is designated (Nug)t. The analysis suggests that this is pro
portional to Raa Vs for any C/B value. To keep the same independent 
variables as in the laminar equations, the following equation was used 

(NuB) t 
: / 3 C t ( | R a f l ) 1/3 (5) 

Values of f3, obtained by rerunning the analysis at a high Raa with 
the laminar heat transfer "turned off," are tabulated in Table 2. 

Final Correlation Equations. The foregoing equations for 
laminar and turbulent heat transfer respectively were combined ac
cording to the Churchill-Usagi [28] formula to give the following 
equation for NUB 

(NuB) r t = (N^B)^" + (Nu B ) t
n (6a) 

where re is a constant chosen to give best agreement between equation 
(6) and direct calculations of NUB- The final equation, therefore, 
becomes 

, r _ _ /21/4/23 / 4\ - im \ i/4"I* 
( N U S ) " = ^(NuB)cond + {~J—) ce ( ^ RaB) J 

T im \ 1/3 "In 
• [c t /3 ( -Ra f l ) J (66) 

where n and f3 are given in Table 2, / i and fi in Table 1, m = B and 
C for prolate and oblate spheroids, respectively, (NuB)cond is given 
by equations (3), and Ct and Ct are Prandtl-number-dependent 
coefficients listed in the Nomenclature. Equation (66) has been found 
to fit the results of the analysis to within about 5 percent. 

5 Summary 
1 Measurements of the average Nusselt number for free convec

tion heat transfer from one prolate, and two oblate, isothermal, 
spheroids to quiescent, air at uniform temperature have been re
ported. 

2 The results of an anysis, accounting for both thick-layer (or 
curvature) effects and turbulent heat transfer has been presented. 
Excellent agreement with experiment was found; but of perhaps 
greater significance than the agreement itself, an appreciation of the 
importance of curvature and turbulence effects was gained. 

3 Correlation equations were presented which are valid for a 
wide range of eccentricity and for all Rayleigh numbers. 
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APPENDIX A 

C o n d u c t i o n L o s s e s A l o n g L e a d W i r e s 

H e a t flows from t h e sphero ids a long t h e lead wires by conduc t ion , 

t rans fe r r ing h e a t from i ts surface by r ad ia t ion a n d e i ther from or t o 

its surface by convection. T h e local t empera tu re of the air surrounding 

the wires changes along their length because they are immersed in t h e 

wake of the spheroid. Th i s t empera tu re dis t r ibut ion can be calculated 

fairly accura te ly us ing some reasonable equa t ion based on t h e con

duc t ion th ickness , Af. (e.g., equa t ion of Fujii , e t al. [30]). A new free 

convect ion solut ion, account ing for b o t h wall a n d su r round ing t e m 

p e r a t u r e var ia t ions , was der ived along t h e l ines of reference [22] t o 

ob ta in t h e convect ive c o m p o n e n t of t h e h e a t t ransfer from the wire 

surfaces. An expression for radia t ive exchange wi th the sur roundings 

was also ob ta ined . T h e to ta l loss along t h e lead was ca lcula ted by 

subd iv id ing t h e wire in to a large n u m b e r of segments a n d guessing 

a long i tud ina l d i s t r i bu t ion of t e m p e r a t u r e . F r o m th is guessed dis

t r i bu t i on t h e h e a t t ransfer by free convect ion a n d rad ia t ion was 

computed for each segment and an improved longitudinal dis t r ibut ion 

was ob ta ined by a f inite-difference solut ion of t h e h e a t conduc t ion 

equa t ion for t h e wire. T h e process was r epea t ed un t i l a converged 

solut ion was ob ta ined . 

APPENDIX B 

Details of Heat Transfer Analysis 
T h e C o o r d i n a t e S y s t e m and N o m e n c l a t u r e . T h e app l i ca t ion 

of the general solution of Ra i thby and Hollands [22] is briefly outl ined 

in this section. Th i s requires converting to, and working in, spheroidal 

coord ina te sys tems. T h e s e coord ina tes are dep ic ted in Fig. B . l . T o 

avoid giving a s epa ra t e t r e a t m e n t for each spheroid , several new 

symbols are i n t r o d u c e d a n d the i r def ini t ions given in T a b l e B . l . 

T h e spheroids shown in Fig. B . l a re genera ted by choosing a value 

of 7j = r\i in t h e coord ina te t r ans fo rma t ion 

x = a g(rj) sin 6 cos \j/,y = a g(rj) s in 0 sin \p,z = a h(r)) cos 0 (B . l ) 

a n d where 0 r u n s from 0 to w, a n d \p from 0 to lit. a is j u s t a scaling 

factor wi th d imens ions of length . Curves of cons t an t 6 a n d c o n s t a n t 

7] are , respect ively, hyperbo lo ids a n d ell ipsoids. T h e differential d is

tance in the TJ, 6, and \p directions are, respectively, VgJJd,, x/godg, and 

V g ^ d ^ , where t h e me t r i c coefficients g„, ge and g^ have been given 

PROLATE SPHEROID OBLATE SPHEROID 

Fig. B.1 Schematic of spheroids showing spheroid coordinate systems 
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Table B. l Definition of variables used in Appendix B 

Symbol 

e 
m 
R 

S* 

g(v) 

Prolate spheroid 
C 
B 

ln[tanh(T?0/2)/ 
tanh(7?,-/2)l 

(sinh2!} + sin2y)1/2 

sinh T] • 
cosh 17 

Oblate spheroid 
B 
C 

tan '(sinh?70) — 
t a n - 1 (sinh 7?;) 

( c o s h 2 T ) - s i n 2 0 ) ^ 
cosh 17 
sinh 77 

by Yovanovich [31] as 

• a2S*2; gj, = a2 sinh2); sin2 < (B.2) 

Focussing attention on the ?;; spheroid in Fig. B.l, from equation 
(B.l) 

73 = 2a cosh Vi; C = 2a sinh m\ r = Vx2 + y2 = (£/2) sin 8 (B.3) 

Fixing the dimensions B and C fixes the scaling factor a and the value 
of vi since, by equation (B.3) 

a = V(B/2)2 - (C/2)2; 0.5 In [(B + C)/(B - Q] (B.4) 

The differential length, dso, along the surface in the direction of in
creasing 8 on the spheroid is 

ds = (V&)v=Md6 = (B/2)[(m/B)2 sin2 8 + (<?/B)2 cos2 0]1/2d0 

= (B/2)x(0, C/B)dB (B.5) 

Equation (B.5) serves also as a definition for the function %• 
The surface area of the surface, As, is given by 

As= f2' C* (V^^ded* = (Bi/4) 
*/0 •-'0 

• P * sin 8 X(B, C/B)d8 = (•wBtl2)f1 (B.6) 

The integration can be carried out analytically and the resulting 
equation for /1 evaluated. Numerical values of /1 are given in Table 
1 in the text. 

These equations are now used in evaluating the free-convection heat 
transfer from the spheroids. 

Thin-Layer Analysis. The general solution for the average 
Nusselt number is given by [22] 

(**>„=c,**" [i j ; (^)"*]7[! j > ] 
(B.7) 

where gs is the component of g acting along the surface. 
Converting from the local Cartesian coordinate sto the spheroid 

coordinate 8 results in equation (1) in which 

h= C sm^ 8 xm d8 
Jo 

(B.8) 

Numerical values of/2 are tabulated in Table 1. 
Thick-Layer Correction. The local conduction-layer thickness 

at location s on the surface is [22] 

^°[;£("T*r/[™-'"('T}™ 
Converting from s to the spheroid coordinate 8 

B - ! / 3 

21/4C,((m/B)Ra f l)
1 /4 sin £*-ASo'***'**"] 

1/4 

(B.10) 

The local value of ?jo a distance A^ away from the TH surface along a. 
curve of constant 8 (i.e., normal to the surface) is given by 

Ae(8) = a f" S*(v, 8)dr, (B.11) 

where S* is defined in Table B.l. The one-dimensional local resistance 
to heat transfer by conduction between the two spheroids in and rjo 
at this location fl has been given by Yovanovich [29]. This is used to 
estimate the local heat transfer. These local values are integrated over 
the surface to yield the total heat transfer. Converted to an average 
Nusselt number, one finds 

(NuB)e = 
2V1 - (C/B)2 s: sin $ 

R(vo(B), m) 
-de (B.12) 

where R is given in Table B.l. 
( N U B ) ; is the Nusselt number for laminar heat transfer, corrected 

to account for thick-layer effects. A numerical integration of (B.12) 
is required. This is easily done by dividing the surface into a large 
number of intervals of width Ad. The value of A; at the center of each 
interval is found from equation (B.10). With A( known, equation 
(B.ll) is used to find ?;o at the corresponding locations; again, this 
must be done numerically. These values are substituted into the ex
pression for R and the integration in (B.12) is performed to obtain the 
final result. 

Accounting for Turbulence. According to the proposed equation 
for turbulent heat transfer [16], the local conduction-layer thickness 

At = B/(C tA(0)RaB
1/3) • (B.13) 

where Ct is a "universal" function of Prandtl number (see Nomen
clature) and A(4>) depends on the local surface angle, </>, from the 
vertical. 4> is related to the spheroid coordinate 8 by 

•• sin-1 | - (C /B) cos 8/x(C/B, 8)\ (B.14) 

From these, the local Nusselt number can be found. The criterion for 
transition and the application of the analysis follows [16, 22]. 
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Theoretical Solutions for 
Combined Forced and Free 
Confection in Horizontal Tubes 
with Temperature-Dependent 
Viscosity 
A boundary layer solution is presented for fully developed laminar flow in a horizontal 
circular tube, assuming large Prandtl number and temperature-dependent viscosity and 
density. The solution is given by Nu = C\ Ra1^4, where C\ is a function of a nondimension-
al viscosity parameter and the heat flux boundary condition. The heat transfer predic
tions for large values of the viscosity parameter are 50 percent above the constant viscosi
ty predictions. The present analysis is in good agreement with experimental data for 
water and ethylene glycol flowing in electrically heated tubes which approximate the 
boundary conditions assumed in the analysis. 

Introduction 

It has been demonstrated experimentally that heat transfer coef
ficients for laminar internal flow are dependent on tube geometry, 
axial location, tube wall boundary conditions, flow rate, fluid ther-
mophysical and transport properties, tube orientation, and temper
ature dependence of fluid properties. The analytical procedures to 
predict the effects of all variables except temperature-dependent 
properties (which in the case of variable density are coupled with tube 
orientation) are quite well established. In practice, however, the 
constant properties assumption is responsible for large deviations 
between analytical predictions and experimental data. Analytical 
efforts to date have concentrated on determining the effects of either 
variable density (e.g., [1-5])1 or variable viscosity (e.g., [6-11]) which 
is the other most important temperature-dependent property. Pigford 
[12] and Lawrence and Chato [13] have analyzed the entrance region 
problem in vertical tubes, considering both density and viscosity as 
functions of temperature. This problem is relatively straightforward 
since the free convection generated by the buoyancy force is parallel 
to the axial flow so that the flow field remains two-dimensional. No 
similar analysis has been reported for horizontal tubes. 

1 Numbers in brackets designate References at end of the paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 12,1976. Paper No. 76-HT-HHH. 

The present paper extends previous analyses to include variable 
viscosity effects on combined forced and free laminar convection in 
horizontal circular tubes, and compares the predictions with recently 
published data. 

Problem Formulation 
General Considerations. Consideration is given to the problem 

of the steady, fully developed, laminar flow of a Newtonian fluid in 
a horizontal circular tube. The fluid is assumed to have tempera
ture-dependent density and viscosity. Both of the usual heat flux 
boundary conditions are considered: uniform axial average heat flux 
with uniform circumferential wall temperature (Case 1), and uniform 
heat flux axially and circumferentially (Case 2). The fully developed 
condition is considered where the tube is long, and the heat transfer 
coefficient changes only due to variation in the fluid temperature level. 
The secondary flow, which is caused by buoyancy forces, is essentially 
two-dimensional. 

The equations of conservation of mass, momentum, and energy for 
this problem are still too complicated to solve analytically and would 
require an enormous expenditure of computer time. Accordingly, an 
alternate solution technique is utilized. The experimental results of 
Mori, et al. [1] and Siegwarth, et al. [2] indicate that a thermal 
boundary layer exists when the Rayleigh number is high. It can then 
be assumed that the secondary flow is composed of two regions: a thin 
boundary layer near the pipe wall and a core which is enclosed by the 
boundary layer. These investigators have been successful in using 
boundary layer integration techniques to solve the fully developed 
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combined forced and free convection problem for fluids of constant 
viscosity. 

General Equations. The coordinate systems used in the analysis 
are shown in Fig. 1. A curvilinear orthogonal coordinate system (X, 
Y, Z) is applied to the boundary layer, and rectangular coordinates 
(X+, Y+, Z) are used in the core. The Z coordinate is coincident with, 
or parallel to, the tube axis for the core and boundary layer regions, 
respectively. Since the flow is assumed to be fully developed, the ve
locity components are invariant in the 2-direction. 

Neglecting axial conduction and viscous dissipation, the two-
dimensional conservation equations for the general flow field can be 
written as follows: 

Continuity equation: 

8U_ <W 

dX dY' 
0 (1) 

dV\l 
\dY ax/ J 

Momentum equation in the X -direction: 

[rrdU „dUl dP d [ dUl 
p U—+ V— = + — \2p— 

I ax aYl ax ax I axi 

dYl \dY 

Momentum equation in the Y-direction: 

PL ax+ aY\~ aY+dXL^\dY + dx)} 
— r avi 

+ dYl '"dYl 

Momentum equation in the Z-direction: 

aw 

(2) 

+ pgy (3) 

r aw rrawi ap a r awi a r aw~\ 
P\U—+v— = + — U — + — U — 4 L ax ay] az ax L ax J aYl aYi 

Energy equation: 

r T ar aT~\ ra2T a2Ti pcp\ u—+ v— + w—\ =k\—- + —--pl ax aY azl lax2 dY2J 
Boundary Layer Region Equations. The traditional boundary 

layer assumption is made that the pressure gradient in the X-direction 
is independent of Y so that the pressure in the boundary layer equals 
the pressure in the core evaluated near the wall. The pressure varia
tion in the core is hydrostatic. Employing the thermal expansion 
coefficient, /3, the pressure gradient and the gravitational force in 
equation (2) can be combined as follows: 

Fig. 1 Coordinate system for boundary layer and core region in horizontal 
tube 

ap x x 
• — -pgsm-= pg(l(T - Tc) sin -
dX a a 

(6) 

Assuming viscosity is a function of temperature only and employing 
equations (1) and (6), equation (2) can be expressed as 

8V\ dTl 

ax 

(5) where 

V—= vV2U-yv\ 2 + ( — + ) — 

aY L ax ax \aY ax/aYi 
+ g / 3 ( T - r c ) s i n -

X 

• ( - ) 

\dT/ 

(7) 

(8) 

a term analogous to the coefficient of thermal expansion, /?. Equation 
(3) can be dropped according to the traditional boundary layer as
sumption. 

To normalize the momentum and energy equations, the following 
dimensionless variables are introduced: 

- N o m e n c l a t u r e -

a = tube radius 
Ci = coefficient, Nu/Ra1/4; constant 
Cp = constant pressure specific heat 
g = gravitational acceleration 
Gr = Grashof number, g/3p2a3AT/p2 

h = circumferential average heat transfer 
coefficient, q"/{Tw — Tb) 

k = fluid thermal conductivity 
Nu = Nusselt number, h(2a)/k 
P'= pressure 
Pr = Prandtl number, pCp/k 
q" = circumferential average heat flux 
Ra = Rayleigh number, Gr Pr 
T = local fluid temperature 
Tb = bulk temperature of entire flow field 
Tc = core temperature evaluated at pipe 

wall 
T„, = temperature at wall, circumferentially 

uniform for Case 1 
AT = temperature difference, Tw — Tb 

U,V,W = dimensional velocities in X-, Y-, 
Z- directions of boundary layer region 

u, u,w = dimensionless velocities in x, y, z 
directions of boundary layer region, 
equation (9) 

U+, V+, W+ = dimensional velocities in X+, 
Y+, Z directions of core region 

u+, u+,w+ = dimensionless velocities in *+- , 
y+-, z-directions of core region, equation 
(15) 

Uc, Vc = characteristic velocities given by 
equation (10) 

W = bulk average velocity in axial direc
tion 

X,Y,Z = dimensional boundary layer coor
dinates: circumferential direction, per
pendicular to wall, axial direction 

x, y - dimensionless boundary layer coordi
nates, equation (9) 

X+, Y+, Z = dimensional core region coor

dinates: horizontal direction, vertical di
rection, axial direction 

x+, y+ = dimensionless core region coordi
nates, equation (15) 

/3 = coefficient of thermal expansion, —(1/ 
pKdp/dT)P 

7 = coefficient of viscosity variation due to 
temperature change, equation (8) 

S = thickness of the thermal boundary 
layer 

A = characteristic parameter for thermal 
boundary layer, equation (10) 

p. = viscosity 
v = kinematic viscosity, \ilp 
P - density 
0, 0 + = dimensionless temperatures, equa

tions (9) and (15) 
<j>u>+ = dimensionless temperature in core 

region evaluated at wall 
Fluid properties are evaluated at the bulk 
temperature 
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X 

a 
y - - , 

T-Th 

AT 

W = u_ = v_ = _ 
u ~ uc' vc'

 w ~ w 
where the characteristic variables A, Uc, and Vc are chosen to be 

(9) 

Uc 

(GrPr)1 '4 

. _M_ /C 

pa \ I 

^Gr\i/2 

pa VPr/ 
(10) 

Vc 
' pa \ P r 3 / 

When these variables are introduced into equation (7) and it is as
sumed that (A/a)2 is small and that GrPr is large, this equation can 
be expressed in dimensionless form as follows: 

d2u „ du dd, 
yAT - + (d>-

dy2 dy dy 
4>c) sin x 

1 V du du~l 
— u — +v — 
P r L dx dyi 

(11) 

Equation (11) is a general governing equation for most fluids. 
For large Prandtl number fluids, the inertia terms comprising the 

right hand side of equation (11) can be ignored, and the equation can 
be simplified to 

d2u „ du dd, 
yAT - + (</>• 

dy2 dy dy 
c) sin x = 0 (12) 

In equation (12) AT" is a reference temperature difference which is 
chosen to be Tw — T/,. 

The viscosity parameter yAT appears always in the normalized 
momentum equation for fluids having temperature-dependent vis
cosity. As pointed out by Shannon and Depew [9], a constant y implies 
a fluid with viscosity as an exponential function of temperature. 
Absolute values of yAT may exceed unity when the viscosity is a 
strong function of temperature and temperature differences are large. 
For liquids, where viscosity decreases as temperature increases, yAT 
is greater than zero for heating and less than zero for cooling. It is 
noted that zero 7AT corresponds to the traditional constant viscosity 
case. 

Introducing the dimensionless variables, the energy equation in 
the boundary layer region, equation (5), can be simplified for uniform 
heat flux to 

d2' 

dy 

•d> /A\2d2<l> 
~ + ( — ) — T = " ,2 \a/ dx2 

d<t> dd, Nu 
\- v \- w — 

dx dy (Ra)1 '2 (13) 

d24> 
=z 

dy2 

dd> dd, 
: U h i ) 

dx dy 

For the very thin boundary layer assumption, the conduction in the 
X-direction and the convection due to the main flow become negli
gible for high Rayleigh numbers. The energy equation can then be 
reduced to 

(14) 

Equation (14), which is the same equation as for free convection over 
a vertical plate, indicates that the heat transfer from the wall occurs 
by conduction perpendicular to the wall and by convection due to the 
secondary flow. 

Core Region Equations. As shown in references [2,14], the main 
flow will not be affected by the secondary flow for high Prandtl 
number fluid flow. Thus, the inertial force in equation (4) for the core 
region can be neglected. 

The following dimensionless parameters are utilized for the core 
region: 

, X+ , Y+ 
:r 

Ml 
uc' 

Yl 
vc' 

T+-Tb 

AT 

w (15) 

plified for the core region since the axial velocity is unaffected by the 
secondary flow for high Prandtl number fluids [2,14]. The tempera
ture variation in the core region is quite small compared to the tem
perature variation across the boundary layer; hence, the viscosity 
variation can be neglected. The simplified, dimensionless equation 
is then 

a2 dP „ ^ 

nWdZ 
(16) 

With the usual assumption of a linear axial pressure gradient, the 
solution of equation (16) is the simple Poiseuille result: 

w+ = 2(1 - x+2 - y+2) (17) 

With the assumptions that d>+ = d>(y+), v+ = v(y+), u+ = 0, and 
large Rayleigh number, the nondimensionalized energy equation, 
equation (5), when nondimensionalized for the core region, can be 
reduced to 

- + -
Nu 

0 (18) 

Nu = 
3y ly=o 

dx(Ra)1 /4 

dx 

dx 

dy+ ' (Ra)1/4 

Nusselt Number. The Nusselt number can be obtained by con 
sidering the energy balance at the tube wall as follows: 

2ah _ 2a r* dd> 

k 7rA J 

_ 2 r-*dd>\ 

•K Jo dy ly=o 

Let 

Ci = 2 « £ 
IT Jo dy\y=o 

Then, the Nusselt number is obtained as 

Nu = Cx Ra1/4 

(19) 

(20) 

(21) 

Since only one parameter, yAT, appears in the governing equations, 
it is concluded that C\ in equation (21) is a function of yAT. Thus, 
equation (21) can be rewritten as 

Nu = C!(7AT)Ra1 /4 

Equation (18) can then be restated as 

dd>+ 

o T +Cxw
+ 

dy+ 
0 

(22) 

(23) 

A n a l y t i c a l S o l u t i o n U s i n g I n t e g r a l M e t h o d for Case 1 
The first boundary condition considered is uniform axial average 

heat flux with uniform circumferential wall temperature at each axial 
location. The governing equations are given by equations '(1), (12), 
(14), and (17)-(23), with the following boundary conditions: 

• a t y = 0 

v = 0, d> = l 

a t y = S 

dd, 
(24) 

The axial momentum equation, equation (4), can be greatly sim-

du _ 

dy dy 

w h e r e d,w
 + is the dimensionless core region temperature evaluated 

at the wall (assuming the boundary layer to be very thin). It is noted 
that the boundary condition of the traditional free convection is u = 
0 at y = 6. However, it is apparent that the secondary flow velocity 
in the core is not zero. Therefore, it is more appropriate to set the 
velocity gradient equal to zero at y = 6. 

In the classical free convection problem for Pr > 1, the hydrody-
namic boundary layer thickness is greater than the thermal boundary 
layer thickness. In the present situation, however, when the downward 
return flow in the core is considered, it can be argued that the upward 
moving flow must be confined to the thermal boundary layer. The 
hydrodynamic and thermal boundary layer thicknesses are then ap-
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proximately equal. In any event, an integral solution is utilized here 
and it has been shown that the integral solution for the classical 
problem, which assumes equal boundary layer thicknesses, produces 
a Nusselt number which is within 6 percent of the exact solution for 
large Prandtl numbers [16]. 

Following the usual boundary layer integration technique, it is 
assumed that the temperature variation through the boundary layer 
is a polynomial in y. The coefficients of this polynomial can be de
termined by utilizing the boundary conditions of equation (24) and 
by noting that at y = 0, d24>/dy2 = 0, with the following result: 

1 .!„ ^ + i ( . - * . ©' (25) 

where the boundary layer thickness 5 is a function of x. 
Substituting <j> and d(j>/dy into equation (12) yields a differential 

equation for the modified variable u*, with the subscript denoting 
a differentiation, as follows: 

where 

3 1 
+ A(l - 1,2) uv* + 1 - - r, + - v3 = 0 

u = u*(rj) sin xh2{\ - <£„,+) 

y 

(26) 

A = ~yAT(l-l ••) (27) 

Equation (26) is a second-order ordinary differential equation with 
boundary conditions 

at 7) = 0, •0 

•0 (28) 

Equation (26) can be easily solved by expanding u* in terms of a 
finite series of TJ and determining the coefficients from the foregoing 
boundary conditions. Since <j>w

 + is a very small value, the value of A 
in equation (27) can be approximated by (3/2M7AT). 

Integrating equation (14) with respect to y from y = 0 to y = 8, and 
eliminating v by means of equation (1), yields 

dy lo dx 
cpu dy - ij>w

+ — I udy 
o dx Jo 

(29) 

Now, if u and 4> as functions of y are substituted into equation (29), 
a first-order nonlinear ordinary differential equation in & and <j>w

+ is 
obtained. The boundary condition for this equation is obtained by 
assuming the symmetry of the boundary layer at x = 0, i.e., 

db_ 

dx dx 
••0 (30) 

The parameter 4>w
+ is obtained by integrating equation (23) with 

respect to x+, from x+ = 0 to x+ = V l — y+2, with the following re
sult: 

d(j>w
 + 

dy + Jo 

Vl-y+2 
v+dx+= - C i I w+dx~* (31) 

A mass balance at any height in the pipe reveals that the flow rate 
downward in the core must equal the flow rate in the boundary layer 
at that value of x. Therefore, the temperature variation in the core 
is given by 

where 

B 

B 

d<j>w 

-<>•£ 
Vl-y+2 

w+dx+ (32) 

-£ v+dx + = 1 udrt 
Jo 

By substitution of equations (27) and (17) for u and w+, respectively, 
equation (32) can be solved for d<f>w

+/dy+. This derivative can be 

written in terms of the boundary layer coordinate x by recognizing 
that 

V + = — I • c o s x (33) 

Once the core temperature distribution is determined, the bulk 
temperature can be obtained by integrating the product of the core 
temperature and the axial velocity profile as follows: 

X'fe ' sin4 x dx = 0 (34) 

This equation is used as a constraint to determine the boundary values 
o f <i>w

+ aXx = 0 . 

The coefficient C\ is obtained by differentiating equation (25) and 
inserting the result in equation (20): 

• » 3 ( l - 0 , „ + ) 
Ci = -

1 - . 

ir Jo 
- dx (35) 

and & are given Equation (35) can be integrated, provided that < 
as functions of x. 

Equations for <f>w
+ [derived from equations (32) and (33)] and S 

[derived from equation (29)] were integrated numerically by using 
the Fourth-Order Runge-Kutta method and assuming an initial ar
bitrary value of $,„+ and the initial condition of equation (28) for 5 
at x = 0. With an initial value of Ci assumed, the new value of Ci was 
obtained by means of Simpson's rule. This new value of C\ was carried 
on for the next calculation. In this manner, the procedure was re
peated until the new calculated value of C\ was equal to the previous 
Ci. Thus, 8 and <j>w

+ were determined when the iterative procedure 
was completed. 

A computing time of 15 s was required for one value of yt\T with 
100 divisions around the circumference, using the Iowa State IBM 
360/65. 

More details of the calculation procedure are given in reference 
[14]. 

Solution for Case 2 
The second boundary condition considered in this analytical study 

is uniform heat flux axially and circumferentially (Case 2). The as
sumptions, governing equations, and solution procedure are the same 
for Case 2 as for Case 1. The boundary conditions for Case 2 are also 
the same as for Case 1, except that the heat transfer around the cir
cumference is assumed to be 

dy' 
- C i / 2 a t y = 0 (36) 

Using the series solution for the dimensionless wall temperature, 
Ci can be expressed as 

Ci-
- X " dx 

(37) 
1 o* 

o 
5 dx 

The detailed computational procedures for obtaining C%, and thereby 
Nu, are given in reference [14]. 

Heat Transfer Results 
Analytical Solutions. The heat transfer results for the present 

problem can be generally indicated as 

Nu = Ci(-yAT)Ra 1/4 (38) 

The computed values of the coefficient C\ are tabulated in Table 1 
and plotted in Fig. 2 for various values of yAT. It is noted that yAT 
= 0 in the present analysis represents the constant viscosity solution. 
This solution for Case 1 has a numerical value of Ci = 0.8781, which 
is lower than the value of C\ = 0.942 given in reference [2], The dis
agreement between these solutions is due to the utilization of different 
profiles for the secondary velocity, u, and the temperature in the 
boundary layer. 

For'7AT > 0, which corresponds to heating with liquids since vis-
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Fig. 2 Coefficient C, as function of viscosity parameter yAT 
Fig. 3 Boundary layer thickness distribution along tube wall with 7A 7' as 
parameter 

cosity generally decreases as temperature increases, Ci increases with 
increasing 7AT for both boundary conditions. The parameter yAT 
can usually be increased by increasing heat flux. In Case 1, for ex
ample, the coefficient Ci for 7AT = 1.5 is about 55 percent higher than 
that for the constant viscosity prediction. In Case 2, the constant Cx 

for 7AT = 2.0 is more than 70 percent above the constant viscosity 
value. Computational instability was observed when 7AT was greater 
than 1.5 in Case 1. 

For yAT < 0, which corresponds to cooling with most liquids, Cx 

decreases as the absolute value of 7AT increases. The variation of Ci 
between yAT = 0 and —1.0 is about 7 percent in both cases. 

The physical reason for the higher prediction of Nu with yAT > 
0 is the thinner boundary layer associated with stronger secondary 
flow along the tube wall. Fig. 3 presents the boundary layer thickness 
around the tube circumference for Case 1. The boundary layer is 

YAT > 

YAT 

Table 1 

Case 1 

0 

Computed values of the coefficient Ci 

Case 2 

YAT < 0 YAT > 0 YAT < 

Cl YAT C J Y&T C X Y & * 

0 

c l 

0.0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1.0 

1.1 

1.2 

1.3 

!•* 
1.5 

0.8731 

0.8854 

0.8942 

0.9047 

0.9175 

0.9330 

0.9519 

0.9748 

1.0023 

1.0351 

1.0740 

1.1209 

1.1748 

1.2359 

1.2979 

1.3368 

0 

-0 

-0 

-0 

-0 

-0 

-0 

-0 

-0 

-0 

-1 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

0 

0 

0 

0 

0 

0 

8781 

8713 

8653 

8596 

8542 

0.8487 

0 

0 

0 

0 

0 
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thinner at the bottom of the tube; it gradually becomes thicker at x 
= 7r/2 and suddenly becomes very thick near the top of the tube wall. 
Fig. 3 also indicates that the boundary layer thickness decreases with 
increasing 7AT. Since the Nusselt number is inversely proportional 
to the boundary layer thickness for constant Rayleigh number, the 
Nusselt number increases as 7AT increases. For most fluids, the 
viscosity gradient is large for higher 7AT due to larger AT". Thus, there 
is less resistance to motion along the tube wall. The increased velocity 
along the tube wall creates a stronger secondary flow which, in turn, 
increases the heat transfer coefficient. 

The velocity and temperature profiles in the boundary layer for 
Case 1 are given by equations (27) and (25), respectively. These sec
ondary velocity and temperature profiles are similar to those ana
lytical profiles for the fully developed case (no viscosity variation) 
presented in previous investigations [1, 2, 5]. Fig. 4 indicates the 
temperature distribution in the core region at the vertical center line 
for Case 1. Since it is assumed that the isotherms in the core region 
are horizontal, Fig. 4 actually presents the temperature variation in 
the whole core region for various 7AT. 

-0.3 -0.2 

Fig. 4 Temperature distribution in the core region with yAT as parame
ter 
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Fig. 5 Effect of yATon Nusselt number for Case 1, comparison with data 
for metal tube 
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data for glass tube 

The Nusselt number predictions are shown in Figs. 5 and 6. For 
practical application, these results can be accurately represented by 
the following equations: 
Case 1 

1.5 > yAT > 0 Nu = [0.8823 + 0.0153 yAT + 0.1481 (7AT)2 

+ 0.00334 (7AT)3]Ra1/4 (39) 

0 > yAT > -1 .0 Nu = [0.877 + 0.0563 yAT] Ra1/4 (40) 

Case 2 

2.0 > yAT > 0 Nu = [0.661 + 0.140 7AT - 0.0098 (7AT)2 

+ 0.027 (7AT)3] Ra1/4 (41) 

0 > 7AT > -1 .0 Nu = [0.663 + 0.0886 yAT 

+ 0.00526 (7AT)?] Ra1/4 (42) 

It should be noted that these equations are not valid at very low 
Rayleigh numbers where both secondary flow and viscosity effects 
are negligible. Thus, no predictions less than Nu = 4.36 should be 
accepted. 

Use of these equations for design requires iteration since AT is the 
dependent parameter of interest for tubes with a specified heat flux 
boundary condition. This inconvenience can be avoided by redefining 
the characteristic temperature difference in terms of heat flux. See, 
for example, reference [5]. This conversion and recorrelation were not 
carried out for the present analysis. 

Comparison With Experimental Data. A number of experi
mental investigations have provided data which could be compared 

with the present analysis. However, since the data of Morcos and 
Bergles [15] are the most recent and fully documented, their data will 
be compared with the present analysis. This comparison is shown in 
Figs. 5-8. 

Fig. 5 reveals the comparison of the present Case 1 solution and data 
for a metal tube using water and ethylene glycol as the working fluids. 
It is clear that the constant viscosity solution, 7AT = 0, is valid only 
for 7AT < 0.5 and that the experimental results depart from the 
constant viscosity prediction as the viscosity parameter increases. A 
similar comparison for water and ethylene glycol with the glass tube, 
which approximates the Case 2 boundary condition, is indicated in 

Fig. 6. 
A more direct comparison of experimental results and analytical 

predictions is presented in Figs. 7 and 8 for the metal tube and the 
glass tube, respectively. The excellent agreement between the solu
tions of Case 1 and the experimental results for the metal tube is 
clearly shown in Fig. 7. The deviation of experimental data from the 
analytical solutions is seen to be within 10 percent. 

A similar comparison of the present Case 2 solutions with glass tube 
experimental results is shown in Fig. 8. A larger discrepancy between 
prediction and experiment is observed, about 20 percent at low 
Rayleigh numbers and about 10 percent at high Rayleigh numbers. 
The disagreement of the present analysis and experimental results 
in the lower Rayleigh number region could be due to the high Rayleigh 
number assumption in this analysis and the small AT in the experi
mental work, which increases the uncertainty of the measurements. 
The larger deviation could also be caused by tube wall effects. The 
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metal tube data are closer to the boundary conditions of Case 1 than 
the glass tube data are to the boundary conditions of Case 2. 

Conc lud ing R e m a r k s 
A new viscosity parameter, yAT = (—l/n)(dix/dT)AT, has been 

successfully employed in the present analysis to include temperature 
dependence of viscosity in the combined forced and free convection 
problem. This parameter is obtained directly from the governing 
equations by considering viscosity as temperature-dependent. Con
stant viscosity solutions reported to date are valid only when fluid 
viscosity is not a strong function of temperature. 

The Nusselt number for laminar convection in horizontal tubes with 
large Prandtl number fluids is proportional to Ra1/4 for both limiting 
boundary conditions, and the proportionality constant C\ increases 
as yAT increases. The heat transfer results for yAT = 1.5 in Case 1 
and yAT = 2.0 in Case 2 are about 55 percent and 70 percent, re
spectively, above the constant viscosity predictions. The final corre
lations are given in equations (39)-(42). The present analysis and the 
experimental data for water and ethylene glycol generally agree to 
within 10 percent. The correlations are therefore acceptable for design 
purposes for fluids with Prandtl numbers greater than 3. These cor
relations are an alternative to the strictly empirical correlations given 
in reference [15]. 

In view of the success of the present analysis, the new dimensionless 
group yAT should be useful in solving other convective heat transfer 
processes where temperature-dependent viscosity must be consid
ered. 
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The Heat Balance Integral in 
Steady-State Conduction 
The Heat Balance Integral Method is applied to solve for the heat flow and temperature 
distribution in extended surfaces of different shapes and boundary conditions. In most 
cases the analysis is found to be identical to the exact two-dimensional solutions at Biot 
numbers for which the one-dimensional analysis is almost 100 percent off. Other possible 
extensions of the method are briefly described. 

1 I n t r o d u c t i o n 

Approximate solutions to certain types of heat conduction problems 
can easily be obtained using the Heat Balance Integral Method 
(HBIM). This method which was first introduced by Goodman [1,2]1 

has, however, been restricted to solving one-dimensional unsteady 
heat diffusion. In such problems, the effect of the boundary condition 
is assumed to penetrate a certain distance &(t) called the thermal 
boundary-layer. Inside this region, the temperature distribution is 
represented by a polynomial which satisfies a certain number of 
conditions on the surface and at <5. Integrating the partial differential 
equation with distance, reduces the problem to that of an ordinary 
differential equation. 

This idea had previously been given by Pohlhausen and Von Kar-
man [3] to solve for the viscous boundary-layer, and still is the most 
widely used method dealing with such problems. 

Following the work of Goodman many extensions to the method 
have been presented but, to our knowledge, none dealt with applying 
this method to two-dimensional steady conduction. The reason is 
most certainly due to the fact that such problems are relatively easy 
to solve both numerically and analytically. 

The analytical solutions are, however, quite cumbersome and'there 
are cases where approximate simple analytical solutions are needed. 
This paper shows how the HBIM may be used to obtain such solu
tions. This method will be applicable mostly to problems where the 
conduction is almost one-dimensional but for which the one-dimen
sional theory becomes unreliable. The method is illustrated by few 
examples of heat transfer in extended surfaces where it is found that 
important improvements on the one-dimensional solution may be 
accomplished without complicating the analysis by any appreciable 
amount. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 19, 1975. Paper No. 76-HT-VV. 

2 T h e I n t e g r a l M e t h o d 
The main steps of the method will now be outlined for the heat 

conduction problem in the region 

0<x <( 

0<y <b 

with, say, convective heat transfer on the sides y 
or other boundary conditions on x = 0, I. 

The differential equation and boundary conditions are: 

0, b and similar 

d2T d2T 

dx2 dy2 0 

Ldy jy=o 
h T(x, 0) 

[TH =hT(x,b) 
Ldyjy=b 

and at * = 0, £ Tor — 
dx 

are given. 

(1) 

(2) 

(3) 

If the boundary conditions are such that one would expect that the 
heat flux vector is almost parallel to x, it is usually assumed that T 
is independent of y and the problem is reduced to one-dimensional 
conduction. Instead we will approximate T using a polynomial 
iny: 

T = a + (3y + yy2 (4) 

where a, fj, and y are functions of x. Applying the boundary conditions 
at y = 0 and y = b, two of the three coefficients can be determined in 
terms of the remaining one. Let a be the remaining unknown coeffi
cient. 

Integrating equation (1) we get: 

cbd!Idy + \^] ran =0 
J o dx2 y ldy lb b y Jo 

and defining 8 = f6 Tdy we get: 
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^4-1 -H-o 
dx2 Ldylb Lay Jo 

Now using equation (4) we have 8 = 8(a) also, the second and third 
terms of this equation can be written as function of a by using equa
tions (2) and (4). The differential equation reduces to: 

d*a 

dx 
• + F(a) = 0 (5) 

The solution of this ordinary differential equation will yield a and, 
therefore, the coefficients of the approximate solution (4) are all de
fined. 

Note that when solving equation (5) one needs a new form of the 
boundary conditions (3) which are consistent with the polynomial 
approximation (4). The conditions (3) are satisfied by the true solution 
while the approximate solution must satisfy the conditions: 

and 

at x = 0 61(0) or 

a tx = ^ 6(() or-

d8 

dxlo 

(d8_ 

idx I 

are given 

are given (6) 

It can readily be seen that the one-dimensional heat conduction 
theory follows essentially the same steps as above except that the 
approximating polynomial for T is the much cruder form T = con
stant. 

As will be seen later the method is not limited to simple geometries 
as above but may well be used for plates of nonuniform thicknesses, 
different boundary conditions, problems with axisymmetry etc. Also 
it can be extended to convert nonhomogeneous materials, variable 
conductivity, and it can be perfected by using higher order polyno
mials and writing more boundary conditions. This last point usually 
complicates the problem appreciably and does not guarantee an im
provement in accuracy [4]. 

3 S a m p l e P r o b l e m s 
(a) The Straight Fin. The method will now be used to solve for 

the temperature distribution in a straight fin as shown in Fig. 1. The 
one-dimensional analysis of this problem is straightforward but the 
results become unreliable for large Biot numbers or short fins [5]. The 
equation to be solved is 

d2T d2T 

dx2 dy2 0 (7) 

with boundary conditions: 

[-1 
Ldyly=±r 

where h is the film coefficient, Ts the surface temperature and T; the 
fluid temperature. 

T - (T. - Tf) 
k 

(8) 

• x 

Fig. 1 The straight fin 

The boundary conditions at x = 0, £ are, respectively, 

at x = 0 T = T(0, y) 

and 

•' • • ' [SL-TI™" 1 - ' * ] 
where he is the film coefficient at the tip of the fin. These two 
boundary conditions will have to be expressed differently as explained 
in the foregoing. 

Writing a polynomial approximation for T and using the boundary 
conditions (8) we get: 

(9) 

„, B B /2y\ 
(10) 

where ts = Ts - Tf and B is the Biot number B = hb/2k. From this 
we get 8 = bts(l + B/3) + bTf. Integrating the partial differential 
equation and substituting from above we find: 

d% 2hl , B 
— f 1 = o, where C = 1 + -
dx2 kbC 3 

the conditions (9) will be written as: 

8(0) = j"^T(0,y)dy 

and 

Ldx}x=t k 

(11) 

(12) 

Equation (11) is similar to what is obtained in one-dimensional 

.Nomenclature™ 

b = fin thickness 
/ = triangular fin geometry factor 
h = film coefficient 
k = thermal conductivity 
( = fin length 
q = heat flow rate at the base of the fin 
t = temperature difference with the sur

rounding fluid temperature 
x, y, 2 = cartesian coordinates 
B = Biot number 
C = a nondimensional constant involving B 
D = parameter occuring in the solution for q 
H = parameter involving the convection at 

the tip of the fin 

Io, 11 = Bessel function of first kind 
Ko, K% = Bessel function of second kind 
M = parameter occuring in the solution for 

q 
R\ = inner radius of circular fin 
i?2 = outer radius of circular fin 
T = temperature 
W = triangular fin base width 
a = nondimensional distance along the cir

cular fin 
/3 = dimensionless film coefficient 
5 = thermal boundary-layer thickness 
8 = temperature integral 
X = dimensionless variable 

tp = angular coordinate 
•q = nondimensional length of circular fin 

Subscripts and Superscripts 

( )e = conduction at the tip of the fin 
( )/ = conditions in the fluid surrounding the 

fin 
( )s = surface conditions 
( )o = condition at the root of the fin 
( )i = upper surface 
( )2 = lower surface 
( )* = value corresponding to the one-di

mensional analysis 

Journal of Heat Transfer AUGUST 1976 / 467 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



theory except for the constant C. Solving for the temperature distri 
bution as in [5] we get: 

t, _ coshM(( -x) IH sinh M(t - x) 

t o " 
(13) 

cosh M + H sinh M 

where to is the surface temperature at the root of the fin obtained from 
equation (12), and M = VB/C 2/b, H = hJkM 

The rate of heat flow from the fin can be obtained from equations 
(10) and (13), and we get that, per unit width of the fin: 

sinh Ml + H cosh Ml 
-^- = Mb-
kto cosh Ml + H sinh Ml 

The foregoing results (13) and (14) are identical in form to those 
of the one-dimensional problem. Using starred symbols to denote 
one-dimensional theory, we have the following values for the pa
rameters occuring in equations (13) and (14) 

H* = 

to" 

B* 
6 

he 

~ kM* 

= Ct0 

This shows that as long as C is near one (i.e., B is small) our solution 
becomes identical to the one-dimensional case. This is easily inter
preted by the fact that when h is small the curvature of the temper
ature profile near the surface becomes very small and the parabolic 
shape (10) becomes a straight line. On the other hand, for large B, the 
one-dimensional solution differs appreciably from equations (13) and 
(14). 

The heat flow is shown on Fig. 2 for different values of B and 21 lb 
along with some values obtained by a numerical solution of the La
place equation using a standard finite difference scheme. The HBIM 
results are very close to the numerical solution at all values of the Biot 
number while, as explained previously, the one-dimensional solution 
differs substantially with increasing B. The results shown in Fig. 2 
are for he = h. 

(b) The Straight Fin With Different Film Coefficients on 
Each Face. The same method may also be applied if, instead of 
equation (8), we are given different film coefficients on the upper and 
lower surfaces: 

F - l 
Idyly 

(15) 

-dyly=-T k 

Following the same approach as before, we get an ordinary differential 
equation: 

rf2tsl 

dx2 -DHsl = Q 

(14) 
where 

D = 1 [6(B1 + B2 + Bi2 + B2
2) | i 

b l9Bi + 7B2 + 4BiB2 + 12j 

(16) 

(17) 

Bi and B 2 being the Biot numbers on the lower and upper surfaces, 
respectively. 

The solution of equation (16) is carried out as before and we get 
expressions that have the same form, namely: 

tsi _ cosh D(t -x)+H sinh D(l - x) 

tot cosh Dl + H sinh Dl 

and 

(18) 

9 „ , /s inh D( + H cosh D A 
= Db I , 

tooi \cosh D£ + H sinh Dt> 
(19) 

where toi is the lower surface temperature at the root of the fin de
termined from the boundary conditions in the form (12) and 

he B 2 

' h2D 

Note that although the expression for D is not symmetric with respect 
to Bj and B2 , the solution itself is actually symmetric. 

Fig. 3 shows the rate of heat flow as function of Bi, B 2 and 21 lb 
assuming that he has an average value between hi and h% It can be 
seen that as long as Bi and B 2 are close to each other, the heat flow 
rate is almost equal to the value computed on the basis of an average 
value of the Biot numbers. As Bi and B2 are made different from each 
other while their average is kept constant, the heat flow rate increases 
appreciably over the value based on the average Biot number. For low 
average Biot numbers, the effect of Bi/B2 becomes negligible. 

(c) The Annular Fin. Consider an annular fin of thickness b 

2 l /b 
Fig. 2 Heat flow rates in straight fins of different aspect ratios and at different 
Biot numbers: one-dimensional analysis; — HBIM; O Numerical solution 
of the two-dimensional problem 

21 / b 

Fig. 3 The influence of different Biot numbers on the upper and lower sur
faces of the fin 
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(1 - a2)kbts0 (1 - a2) U-i(/3)/0(/?a) + hW)K0Wa)\ 

The same relations also hold for one-dimensional conduction but 
(1 must be substituted by /3* = V2hRi2/kb from which we can get a 
relation between /3 and /?*: 

(28) 

Fig. 4 The triangular fin 

V 12 \ f l 2 / 

We can, therefore, use the results of the one-dimensional analysis 
which are available in chart form, provided the previous substitution 
is made for 0*. It is clear from equation (28) that the correction in
creases with /3* and b/Ri which is quite natural. 

(d) The Triangular Fin. Consider the triangular fin shown in 
Fig. 4. The equation to be solved is: 

ld_/ dT 

r dr V dr 

dT\ i a2T 
/ + r2 <V ' 

0 

having an inner radius Ri and outer radius R2. The equation to be 
solved is: 

ld_ 

r dr 

with boundary conditions: 

/ dT\ d2T 

\ dr) dx2 (20) 

EH"-*> 
Ldxib 

h 
( r . - Tf) (21) 

and two boundary conditions similar to equation (9) on r = R\ and 

r = R2. 
Integrating equation (20) with x from 0 to b and introducing 8 = 

So Tdx, we get: 

d26 l d £ 2hts 

dr2 r dr k 
0 (22) 

The polynomial for T satisfying the boundary conditions (21) is 
found to be: 

T=ts + Tf+QtsX-(±)tsX
2 

which gives 

e = Tfb + tsb(i + - ) 

Substituting in equation (22) we get: 

where 

d2ts 1 dt„ 2h 1 

dr 2 r dr 2b C 

hb B 
C = l + — = 1 + -

6k 3 

(23) 

(24) 

(25) 

Apart from C, equation (25) is a Bessel equation similar to that which 
occurs in the one-dimensional analysis. Its solution may be put in the 
dimensionless form [6]: 

WriK^) + KoWr,)IiW) 
(26) 

tsQ IdfaWitf) + K0(fia)h(p) 

where tso is the surface temperature at the root of the fin determined 
from equation (12), / and K are, respectively, the modified Bessel 
functions of the first and second kind, and 

- V 2hR2
2 

kbC 
a dimensionless film coefficient, 

fii J r 
•• — ; a n d 17 = — 

Ri R2 

The heat flow rate is found to be: 

Journal of Heat Transfer 

with the boundary conditions 

Lr dtpJv>=±a 
=F-(T.-Tf) 

k 

(29) 

(30) 

and two other boundary conditions similar to equation (9) at the root 
and the tip of the fin. 

Writing a polynomial of the form (4) for T and defining 

s: T d<p 

we get after transforming to cartesian coordinates: 

2 mW W 
:Tf-7 + t°-7 

/ 2 x\ 

(1 + 3B/7) 
where B = hW/2k is the Biot modulus based on the thickness of the 
fin's root, 

a n d / = ViT( 
2V 

Integrating (29) from —a to +a, we get after substituting for the 
boundary conditions and for ts in terms of 6: 

d2B 1 d6 2/fe2 

dX2 XdX~kWX 
(\+-BfX\ X0 (31) 

0.75 
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Fig. S Temperature distribution in the triangular fin 
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Table 1 Heat transfer from tin q//fs0KW 

ONE-D IMENSIONAL A N A L Y S I S 

2 '«,{/; 

H . B . I . H . H . B . I . H . 
( N u m e r i c a l S o l u t i o n ) ( A p p r o x i m a t e S o l u t i o n ) 

2 1"{JV 

S* z 5 , 8 - 0 . 

( 
•i * = 5 , B = 1 

ft * = 5, B = 2 

/ 3 * ; 5 , B 5 3 

where X is the dimensionless distance x/t. 
Numerical solutions of equation (31) are shown in Fig. 5, along with 

the analytical solution of the one-dimensional analysis. The latter is 
independent of B as the one-dimensional analysis yields an equation 
similar to equation (31) but without the quantity in brackets in the 
third term. 

If equation (31) must be solved numerically, the advantage of using 
the heat balance integral method will no more be justified. However, 
it is found that if one substitutes the term % B/X by its average con
stant value along the fin, namely % B/, equation (31) will become 
identical to the one-dimensional analysis with 

(32) 

(33) 

This approximation introduces only a small error on the heat flow 
from the fin as may be seen from Table 1. 

Therefore, one may be able to use the analytical results of the 
one-dimensional analysis which are presented in most textbooks 
provided the proper corrected value of /3 is used. 

4 Discussion and Conclusions 
The few simple examples outlined in the foregoing show how the 

HBIM can be applied to solve for the heat transfer in extended sur
faces. The analysis is extremely simple and in many instances the 
one-dimensional results can be used directly by changing the values 
of some of the nondimensional parameters appearing in the solution. 
We have not attempted in this study to evaluate the accuracy of the 
method but the results of Fig. 2 show a tremendous improvement over 
the one-dimensional analysis and an excellent agreement with the 
numerical solution of the two-dimensional problem. 

In fact, a common feature of the integral methods, be it in viscous 
flow theory or in unsteady conduction, is that it is quite difficult to 
predict their accuracy in any general way. Although it is conceivable 
that higher order approximating polynomials may be used, it is not 
at all certain that these will improve the accuracy [2, 4]. A best poly
nomial has to be found for each type of problem and maybe even for 
the different types of boundary conditions. Many investigations on 

this point have been carried out in conjunction with the viscous 
boundary layer, and it is hoped that the same could take place for heat 
conduction. 

The application of the method is by no means limited to the ex
amples in the foregoing, a large number of other problems have been 
solved or are currently under study. Among those the temperature 
field in other types of extended surfaces, in moving slabs or rods and 
in three-dimensional bodies. The heat conduction field in some 
three-dimensional bodies can be reduced to that of the two-dimen
sional field by integrating the partial differential equation along one 
direction and thus make use of the large wealth of analytical solution 
which are available. The example of the rectangular parallelepiped 
is a straight forward case where, if one assumes some temperature 
polynomial function of z, writing the two boundary conditions on the 
surfaces of equal z and integrating we get a Laplace's equation in 6. 
This can be reduced into the Laplacian of the surface temperature 
which is then solved with the given boundary conditions giving a series 
solution as in [6]. 

Other areas of interest to which this method is being presently ex
tended are nonhomogeneous bodies as well as bodies with variable 
thermal properties. 
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Transient Response of Solid 
Sensible Heat Thermal Storage 
Units—Single Fluid 
The transient response of a solid sensible heat storage unit which receives or supplies heat 
to a single flowing fluid is presented. The storage unit is composed of a number of rectan
gular cross-sectional channels for the flowing fluid, connected in parallel and separated 
by the heat storage material. The energy equation for the fluid and the transient conduc
tion equation for the storage material are solved using finite difference techniques. The 
parameters which characterize the transient behavior of these units are identified. Re
sults suitable for the prediction of the rate of heat storage and the outlet temperature of 
the fluid leaving the storage unit are presented as functions of the identified nondimen-
sional parameters. 

1 Introduction 

Energy management systems are being used by industrial and 
commercial establishments to reduce their overall energy consump
tion. Quite often many different sources and demands for energy exist 
and the overall energy consumption of the system can be reduced by 
the utilization of the waste heat from one or more processes as an 
energy source for others. Since the availability and the demand for 
the thermal energy may not coincide timewise, the flexibility of the 
energy utilization system can be greatly increased by the development 
of an efficient method for storing thermal energy. 

There are many methods available for the storage of thermal en
ergy. Some methods require the transformation of the thermal energy 
into other energy forms for storage purposes while others store the 
thermal energy directly. Examples of the first class of storage units 
include chemical systems, flywheels, batteries, compressed air, su
perconducting magnets, and underground pumped hydro systems. 
In direct thermal energy storage units the sensible heat of a liquid or 
a solid, the latent heat of fusion or evaporation, reversible chemical 
heat absorption, heat of hydration or heat of chemical change are 
used. 

In order to predict the economic feasibility of energy systems 
containing thermal energy storage units the transient behavior of the 
units must be known. The performance and transient response of 
rotary periodic flow heat exchangers used for thermal energy storage 
have been the subject of several publications [1-5].x Willmott [6] 
utilized a finite difference technique for the determination of the 
thermal response of stationary regenerators where hot and cool gases 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 2,1976. Paper No. 76-HT-XX. 

were alternately passed through the unit in a periodic mariner. 
The need for efficient, low cost, "and reliable energy storage systems 

for solar energy applications has been emphasized in the proceedings 
of the Workshop on Solar Energy Storage Subsystems for the Heating 
and Cooling of Buildings, held in 1975 [7J. The mathematical modeling 
of space and water heating storage systems was presented by Klein 
and is published in the proceedings. The transient response of a rock 
bed storage unit has been presented in the report of the Analytical 
Modeling Group of the Workshop by B. T. Rogers. 

An analysis to determine the transient response of several different 
types of storage units was performed by Yang and Lee [8]. The ex
change of energy between the heat storage material and the working 
fluid due to variations in the inlet temperature of the working fluid 
was studied. Griggs, et al. [9] reported on the transient response of 
a storage unit involving a change of phase material. The difficulty in 
rating the response of storage units has been of considerable concern 
and. a method for testing and rating storage units has been presented 
by Kelly and Hill [10]. There are certain difficulties involved with the 
test procedures proposed and additional work will be required before 
a standardized rating system can be developed. 

Although the aforementioned references deal to a degree with the 
prediction of the transient responses of heat storage units some rather 
severe assumptions have often been employed which greatly limit the 
usefulness of the results. In order to eliminate some of these am
biguities the transient response of a specific heat storage configuration 
composed of a number of rectangular cross-sectional channels for the 
flowing fluid connected in parallel and separated by the solid storage 
material has been determined. A sketch of the unit is shown in 
Pig. 1. 

2 Analysis of the Response of the Storage Unit 
For the purposes of this analysis, lines of symmetry are considered 

to exist at the midpoints of the storage material and flow channel. 
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Fig. 1 Thermal storage unit 

These conditions would be present if the fluids were flowing at the 
same mass flow rate in parallel through the channels and if the unit 
was perfectly insulated from the surroundings. If the channels were 
used selectively, i.e., fluid flowing at different flow rates in adjacent 
channels or if different size channels were used, the analysis would 
apply if the midplanes of the storage material were perfectly insulated. 
The section to be analyzed is shown in Fig. 2. The following assump
tions have been made: 

constant fluid and material properties; 
uniform heat transfer coefficient; 
step change in inlet fluid temperature; 
initial temperature distribution in the material is uniform; 
two-dimensional heat transfer in the storage material; 
constant fluid mean velocity. 

The equations which govern the transient response of the storage 
unit are the one-dimensional conservation of energy equation for the 
moving fluid and the transient two-dimensional heat conduction 
equation for the storage material. The governing differential equations 
are: 

(a) 
(b) 
(c) 
(d) 
(e) 
(/) 

moving fluid: pCA \—- + v —- \= hP(tw - tf) 
idd dx J 

and storage material: 
ldtm d2 

a 38 dx 

The initial and boundary conditions are: 

0 = 0 tf=tm = t0 

9>0 x=0 tf=tfi 

x = L 

^ = 0 
dx 

dU = Q 

dx 

•m d tm 

2 <9y2 

for 0 < y < w 

for 0 < y < w 

(1) 

(2) 

y = 0 

y = u> 

dtm 

dy 
0 for 0 < x < L 

dtm 

3y 
= -h(tm -tf) for 0 < x < L 

Fig. 2 Cross section of storage unit 

The following nondimensional groups are introduced: 

x 
X=~ 

w 
Y='-

V+ w 

' L 
Fo 

„ hw 
B i s — 

k 

w 

w2 

_t-tp 

tfi - to 

G4 Pk 

' E 
where E = mC = p/uACf 

(3) 

The equation for the moving fluid becomes 

- f ? + S+^;rBo<T,-rj-o 
wu <9Fo dX 

The coefficient for dTf/dFo can be expressed as 

a_ = i PfCf \ ,d\ / G ^ \ 

wu \pmcj \L/ \V+/ 
and may be used to determine if the heat capacity of the fluid may be 
neglected. This requires that the fluid and storage materials, channel 
width, length, fluid flow rate, and thickness of the storage unit be 
specified. Some general conclusions can be made using either water 
or air as the fluid, Feolite as the storage material and practical design 
dimensions and flow rates. The maximum practical values for the 
parameters are: 

a = 0.0058 cm2/s for Feolite 
">min = 0.5 cm 
" min = 30 cm/s for water 
Umin = 500 cm/s for air 

— = 4. X 10~4 for water 

2. X 10" for air 

It can be concluded that the coefficient for dTf/dFo is sufficiently 
small so that a negligible error is introduced in the analysis if the heat 
capacity of the fluid is neglected. This quantity a/wv can always be 
calculated for a given storage unit and an estimation of the error in-

-Nomenclature., 
A = flow cross-sectional area 
B = time transformed constant 
C = specific heat at constant pressure 
d = semichannel width 
E = fluid heat capacity 
h = convective film coefficient 
k = thermal conductivity 
L = length of heat storage unit 
m = mass.rate of flow 
P = heated perimeter of flow channel 
Q = total heat storage 

t = temperature 
i = mean temperature 
V = volume of the storage material 
v = fluid velocity 
w = semithickness of the storage material 
x = axial coordinate 
y = transverse coordinate 
a = thermal diffusivity of storage material 
6 = time 
84 = dwell time, L/v 

X = transformed time 
p = density 

Subscripts 

/ = moving fluid 
fo = fluid outlet 
/( = fluid inlet 
o = initial condition 
m = thermal storage material 
w ~ wall in contact with fluid 
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troduced by neglecting the heat capacity of the fluid made. 
The complete set of nondimensional equations neglecting the heat 

capacity of the fluid becomes: 

i: ^ > + l moving fluid: - ^ + fG+) (Bi)(7> - TJ = 0 
dX 

a2Tm . a2Tm 

ax2 dY2 storage material: 

with the initial condition: 

Fo = 0 Tm = Tf=T0 

and the boundary conditions: 

X = 0 Tf = 1 

1 dT, 

<9Fo 

(4) 

(5) 

3Tm 

dX 
0 for 0 < Y < 1 

X=-

Y=l 

V+ 

dY 

ax 
0 for 0 < Y < 1 

Bi(Tf-TJ for 0 < X < — Y •• 

Y = 0 
dY 

- = 0 for 0 < X < — 

These two equations (4) and (5) are solved simultaneously for the two 
dependent variables Tf and Tm. This is accomplished by the use of 
a numerical scheme described in the Appendix. 

The rate of storage or removal of heat is determined in two different 
ways and comparison of the results obtained represents a check on 
the accuracy of the solution technique. The rate of heat storage can 
be evaluated using an overall energy balance for the system: 

dQ 
-^ = E(tft-tf0) (6) 

This equation placed in nondimensional form becomes: 

dQ* Jr1-^ (7) 

where the nondimensional heat storage is defined as: 

gQ 

Ew2(tfi ~ to) 

The heat storage can also be determined directly from the tempera
ture distribution in the storage material, thus, 

Q = pCV(i — to) and i is the mean temperature 

of the storage material. (8) 

Using the previously defined definition of Q*, equation (8) takes the 
following nondimensional form: 

.91. 
v+ (9) 

The temperature distributions at times n and n + 1, Fo ( n ) and Fo ( n _ 1 ) , 
can be calculated, thus allowing the average temperatures of the 
storage material and Q*M and Q*i"~l) to be determined using equation 
(9). A backward difference approximation can be used to determine 
dQ*/dFo, 

dQ* Q*(n) - Q*("-» 

dFo' Fo<n> - Fo<"-x> 

This value was compared with the value dQ*/d¥o obtained from 
equation (7) and a variation of less than 3 percent was found for the 
results presented in this paper. The largest differences were en
countered during the latter stages of the heat storage when a relatively 
small amount of heat was being stored. The total energy balance of 
the unit was considered to be within acceptable accuracy. 

3 D i s c u s s i o n of R e s u l t s 

In this study the fluid inlet temperature was held at a constant 
value, thus, the final or steady-state temperature distribution in the 

storage material was uniform having the value of the temperature of 
the entering fluid. The maximum amount of heat which can be stored 
by the unit can be easily determined. 

If the flow rate of the fluid is very large, G + - • 0, the temperature 
of the fluid as it passes through the unit will remain constant and the 
heat transfer to the storage material is one-dimensional. Exact solu
tions for the total heat stored in the one-dimensional configuration 
have been presented in Grober, et al. [11]. This solution is important 
since it represents a limiting case for the thermal storage units under 
consideration. 

As the Bi number approaches zero, the temperature gradients 
within the material approach zero and a lumped parameter analysis 
can be used for the determination of the transient response of the fluid 
leaving the unit. The solution to this limiting case has been presented 
by London, et al. [12]. The nondimensional variables used are related 
to those used in this paper by the following expressions: 

G+ 1 e 
N T U ; 

0 

r BJ 1 G+ 
Ll + BiJ V+' 

n * — z. 
y +Fo f 

<=Tfo 

6*=— and 
• 1 Fo V+ 

C * G-t [-*] 
where 0j is the dwell time. 

A comparison of these results with those presented in this paper in
dicates excellent agreement when the parameters are selected so that 
the internal temperature gradients in the y -direction are negligible, 
Bi <0.01 and at large values of 0/6d. 

An analysis of the computer outputs indicated that the results for 
both the nondimensional fluid outlet temperature and the percentage 
of the maximum heat stored can be expressed in terms of Fo, Bi, and 
G+/V+ in the range of these variables studied. The grouping of G + 

and V+ together in the presentation of the results is possible since the 
effect of axial conduction on the values of the dependent variables 
in the cases investigated is less than 3 percent. The errors are much 
less than 3 percent during the initial stages of storage when the po
tential for heat transfer by convection to the storage material is the 
greatest. 

The nondimensional fluid outlet temperatures obtained in the 
study are presented in Figs. 3-9. The Biot number was varied from 
0.03 and 30. As the Biot number increases, the transient response 
curves converge and, thus, the curves for a Biot number of 30 can be 
used for the calculation of the response of units with larger Biot 
numbers without introducing appreciable errors. It is felt that nearly 
all the practical flow conditions encountered in storage units using 
either a gas or liquid are covered in this range of Biot numbers. The 
ranges of the parameter G + /V + covered depended on the Biot num
ber. At the lower Biot number, 0.03, the value of G+/V+ varied from 
2 to 200. For values of G+/V+ less than 2 the decrease in the nondi
mensional fluid outlet temperature was very small and approached 
the asymoptic value of one very quickly. At the higher Biot number, 
30, the value of G+/V+ varied from 0.02 to 2. 

The heat stored or removed from the unit may be determined using 
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the results presented in Figs. 10-14. These five curves indicate the 
values of the Fo number required to achieve 20, 40, 60, 80, and 95 
percent of the maximum possible heat storage. The range of the Biot 
number investigated is from 10-3 to 103 while G+/V+ varied from 0.0 
to 100. If the product (G+/V+) Bi is less or equal to 0.05, the exact 
solution presented in Grober [11] is a good approximation in the 
calculation of the heat storage. For large values of the Biot number 
the curves reach asymptotic values. This can be interpreted as the 
situation when conduction through the storage material becomes the 
limiting process. At the other extreme for small values of the Biot 
number, convection becomes the limiting process and as the fluid 
outlet temperature approaches that of the inlet, the exact solution, 
G+/V+ = o.O, is approached. 

The solutions presented in this paper do not account for the events 
that take place from the instant the fluid is allowed to flow in the unit 
to the moment the first particles of the fluid leave the unit. Typically 
this time interval is of an order of magnitude smaller than the char
acteristic time scale of the process, but care must be taken when re
sults for small times are required. 

The set of curves presented can be used to determine the transient 
response of a particular heat storage unit. In the determination of the 
amount of heat added or removed from storage, insignificant errors 
are introduced if in the use of Figs. 10-14 for a fixed Biot number, 
linear interpolation is used for G+/V+. When determining the fluid 
outlet temperature using Figs. 3-9 linear interpolation is initially used 
for G+/V+ and then for Bi. The results obtained using this procedure 
are quite accurate over the entire ranges of the independent variables 
presented. The response of the heat storage unit, with the charac
teristics and operating conditions listed in Table 1, has been calculated 
using these procedures and is presented in Fig. 15. The solid lines 
represent the solution obtained using the complete computer pro
gram. It is observed that excellent agreement was obtained using the 
described interpolation methods. 

A computer program has been developed to perform the interpo-
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lation described in the previous paragraph. The program may be 
obtained from the Mechanical Engineering Department, The Penn
sylvania State University, University Park, Pa. 16802 at a nominal 
cost to cover handling. The availability of the program will be guar
anteed until December 31,1978. 
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Table 1 Example of calculations procedure 

Dimensions 
Length (L) 195 cm 
Semi-thickness (w), 4 cm 
Channel width (d) 0.95 cm 
Width 43 cm 

Storage Material: Feolite 
Conductivity 0.021 W/cm-°C 
Density 3.9 g/cm3 

Specific Heat 0.92 J/g-°C 
Diffuaivity 0.0058 cm2/sec 

Working Fluid: Air (at mean temperature of 60°C) 
Density 0.00106 g/cm 
Specific Heat 1.01 J/g-°C 
Conductivity 2.88 x 10~* W/cm-°C 
Kinematic Viscosity 0.1888 cnrVsec 

Operating Conditions 
Air Speed . . ' 2000 cm/sec 
Air Inlet Temperature 100°C 
Initial Temperature 20°C 
Maximum Heat Storage 9.6x 10 J 

Heat Transfer Coefficient 

Re_ •" 3.86 x 10 where D is the hydraulic diameter of the channel 
" 0.8 0.08 

Hi^ • 0.029 Re^ (g) (ref erence 13) 

h - 6.61 x 10"3 W/cm2-°C 

Dimensionleas Parameters 
V+ - 0.0205 
G + - 0.0107 
G+/V + - 0.525 
Bi - 1.26 

Region of Circular Pipes and Rectangular Ducts With Stabilized Turbulent 
Flow of Air," Heat Transfer —Soviet Research, Vol. 3, No. 6,1971. 

14 Forsythe, G. E., "Generation and Use of Orthogonal Polynomials for 
Data-Fitting With a Digital-Computer," J. Soc. Indust. Appl. Math., Vol. 5, 
No. 2,1957, p. 74. 

APPENDIX 

Out l ine of the N u m e r i c a l S o l u t i o n 
The set of two equations, equations (4) and (5), were solved si

multaneously for the dependent variables 7) and Tm. The dimen-
sionless heat storage Q* was computed from the temperature distri
bution in the storage material. The thermal storage material was 
subdivided into six columns of nodes in the axial direction and four 
rows of nodes in the transverse direction. Initially a larger number 
of nodes was used but it was verified that using a finer grid configu
ration did not change substantially the accuracy of the results. 
Equation (5) was then rewritten in finite difference form for each of 
the 24 nodes. Prior to forming the difference equations a transformed 
time domain, X, was introduced: 

\ £ l - (A-l) 

where B is a constant parameter. The differential equation for the 
storage material thus becomes: 

^ m + ejT^ = m_x)sTsl (A_2) 

dX* dY2 
d\ 

The rationale for the use of the transformation is that the complete 
transient range must be covered by the solution. In order to keep 
discretization errors within reasonable limits, small steps in real time 
are required at the beginning of the process while the step size can be 
increased as steady state is approached. With the time domain 
transformation, equal spacing in X will yield the desired conditions. 
A constant value of 100 steps (AX = 0.01) was selected as the maxi
mum number of steps in X to reach steady state. Consequently the 
values of the parameter B were adjusted to obtain nearly steady-state 
conditions at the ninety-seventh step. 

A backward difference method was used to approximate dTm/d\ 
while a central difference method was used for the approximation of 
the spatial derivatives. 

Equations (4) and (5) are coupled, therefore, the computational 
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procedure involved an iterative scheme at each value of X. At a par
ticular value of X corresponding to step n (X = n AX), the temperature 
distribution in the moving fluid 7/ is known and Tm at step n + 1 is 
initially approximated using that temperature distribution. An or
thogonal polynomial of third order is fitted through the wall tem
perature Tu using the least squares method proposed by Forsythe 
[14]. Substitution of this polynomial in equation (4) yields a first order 
differential equation which is solved exactly and a new temperature 
distribution 7/ is obtained. The finite difference solution is recalcu
lated using this new fluid temperature distribution and the iterative 
process is repeated until convergence is obtained i.e., the maximum 
change in Tm is less than 10-7 and in Tf is less than 10~4. The solution 
then proceeds to step n + 2. The foregoing convergence criteria was 
shown to give good results at reasonable computational times. 

The reported curves summarize the results of over one hundred 
runs, hence, keeping computational times within reasonable limits 
was a major concern. Backward differences were used in order to avoid 
instabilities due to the uneven time-step sizes. They result in an im
plicit set of difference equations being formed where the number of 
equations is equal to the number of nodal points. Since an iterative 
solution is used because of the coupling of the temperatures of the 
fluid and storage material, no additional inconvenience is created in 
the computational procedure. The use of orthogonal polynomial fit
ting enables the differential equation for the fluid to be solved exactly 
with a few algebraic operations and thus serves to minimizing com
putational time. A more sophisticated function or a higher degree 
polynomial could have been used but it was judged to be an unnec
essary refinement. 
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The Determination of Stresses 
and Temperatures in Cooling 
Bodies by Finite Elements 
This paper presents a finite element method for solving non-linear heat conduction and 
thermal stress problems. The nonlinearity is caused by the variation of thermo-physical 
and mechanical properties of the material with respect to temperature. The distribution 
of temperature and stress in a cooling body can be followed from the onset of solidifica
tion. The method is capable of handling complex geometries and initial non-linear bound
ary conditions. 

I n t r o d u c t i o n 

The application of the finite element method to heat conduction 
analysis has found particular relevance in both the linear and non
linear regimes. In this paper we present a solution for the nonlinear 
heat conduction problem and for the thermal stresses and deforma
tions resulting from a phase change. 

Analytical formulations of such problems have been proposed by 
Kaump [l]1 and Weiner, et al. [2], but these find little application in 
real engineering situations due to the inherent complexity of geometry 
and boundary conditions. Also, as far as the authors are aware, no 
significant work has been published on stress development near the 
phase change. In this paper the finite element model of the temper
ature distribution and thermal stress development during solidifi
cation assumes that the thermo-physical and mechanical properties 
of the material are dependent on the level of temperature. 

In the general formulation, latent heat effects are not included 
separately as these can be approximated to a very high degree of ac
curacy by rapid variations of heat capacity within a narrow temper
ature range. For certain substances the phase change occurs within 
a wide band of temperatures, and, thus, a physically realistic ap
proximation can be easily dealt with computationally. For other 
materials the phase change takes place with almost no temperature 
variation, and a heat capacity (pc) versus temperature (T) curve re
sembling a Dirac function must be used. In the latter case, it is con
venient to define a new variable H (enthalpy), as an integral of the 
pc-T curve and then estimate, for each element, average heat capacity 

1 Numberjn brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 12,1976. Paper No. 76-HT-YY. 

values based on well-known enthalpy properties. This way a critical 
class of nonlinear problems can be dealt with as demonstrated by 
Comini, et al. [3]. Here, the temperature distribution analysis is also 
based on the formulation proposed by Comini, et al. [3] but incorpo
rates the additional feature of isoparametric elements [4]. This enables 
us to solve problems with many fewer elements, therefore, reducing 
the quantity of input data required. A comparison is shown between 
a problem solved with linear triangular elements and also with par
abolic isoparametric elements. 

The nonlinearity in the thermal stress analysis is due to the de
pendency of both the constitutive matrix D and the coefficient of 
thermal expansion a on the temperature. This nonlinearity is handled 
in both the thermo-physical and mechanical properties by assuming 
a piece-wise linear relationship within a small temperature range AT„. 
The thermo-physical or the mechanical property at any temperature 
can then be interpolated within this range. 

Fin i t e E l e m e n t F o r m u l a t i o n of the H e a t Conduct ion 
P r o b l e m 

Any heating or cooling process of a body in a planar domain Q, is 
governed by the quasilinear parabolic equation 

3T d i 3T\ d i dT\ 

The body may be subject to the following boundary conditions: 
(a) Fixed boundary conditions 

T=Tc(x,y)onTi (2a) 

(b) Prescribed external heat flux q on Y^ 
(c) Heat flow across the boundary due to convection qc, and ra

diation qr, on Ta. The relationships are given as follows: 

qc = ac(T ~ Tacb), qr = ar(T - Tar) (2b,c) 
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where ac is the convective heat transfer coefficient which is temper
ature-dependent if natural convection is considered, Tac and Tar are 
the equilibrium temperatures for which there is no convection or ra
diation, respectively, and ar is defined as 

the integral of heat capacity with respect to temperature (enthal

py) 

H= C pcdT 
J To 

(7) 

ar = eo-(T2 + Tar
2)(T + Tar) (2d) 

where t is the emissivity and <r is the Stefan-Boltzmann constant. 
Let the unknown temperature T at any point (x,y), and time r be 

approximated by 

is a smooth function of temperature even in the phase change zone. 
Therefore, it is reasonable to interpolate the enthalpy, rather than 
the heat capacity directly, writing the relationship 

T= E Ni(x,y)Ti(r) = N T 
;=i 

(3) 

H= £ Ni(x,y,z)Hi(r) = N H 
;=i 

(8) 

where Ni are the shape functions, and Tt are the nodal temperatures 
of an element. Using Galerkin weighting functions and Green's the
orem, equation (1) becomes in matrix form 

K T + C f + F = 0 (4) 

where again iV; are the shape functions and Hi are the enthalpy values 
at nodal points. Since by definition we have 

pc = dH/dT (9) 

The elements of the matrix are 

Ki, '£.(' 
dNidNj dNidNj 

dx dx 
+ kv — '-) dQ 

dy dy . ) • 

+ 2 f (ac + ar)NiNjdr 

(f 

Cij = 2 f pcNtNjdQ (5) 

Fi=-X f ATiQdfl + S f NiqdT-X C Ni(acTac 
J a' Jr2' Jr-f 

+ arTar)dT 

In the foregoing, the thermo-physical properties k, pc, Q, and the 
coefficient ar are temperature-dependent. 

The set of ordinary differential equations (4) which defines the 
discretized problem can be solved using many different types of time 
integration schemes. As these equations are nonlinear, an uncondi- > 
tionally stable, three level scheme used by Comini, et al. [3] is em
ployed here. This recurrence formula for integration is as follows: 

T r + A r = - (KT + — C , ) " 1 (K r T T + KTT r_AT 
\ 2Ar / V 

- - ^ - C T T r - A , + 3FT) (6) 
2Ar / 

The central values of the matrices K, C, and F are taken, and hence 
the time marching can be continued without recourse to iterative 
techniques. This algorithm has been shown [3] to be stable and con
vergent in the context of finite elements. 

S o m e S p e c i a l F e a t u r e s of t h e N u m e r i c a l M o d e l 
The matrices K, C, and F are time-dependent because of the vari

ation of coefficients with temperature, and a completely new solution 
has to be obtained at each stage. The evaluation of temperature-
dependent quantities in the integrals [4, 5] requires special care, 
particularly if a rather coarse mesh is employed and spatial variation 
of the quantities is abrupt. Numerical integration has to be adopted 
and therefore heat capacity, thermal conductivity, and rate of internal 
heat generation must be estimated at integrating points in Qe. A direct 
evaluation will lead to satisfactory numerical integrations only if the 
pc, k, and Q versus temperature curves do not present sharp peaks 
in the range of interest. If, instead, a "true" melting or freezing process 
is considered, difficulties are likely to arise. 

In fact, when the temperature approaches the phase change tem
perature, the equivalent heat capacity tends to a Dirac <5 function and 
cannot be satisfactorily represented across the peak by any smooth 
function. Such extreme problems can be successfully tackled by the 
technique proposed by Comini, et al. [3], where a more appropriate 
averaging process was employed. 

The approach is a physical one and is based on the observation that 

the values of heat capacity at the integrating points can be approxi
mated by determining the gradient of enthalpy with respect to tem
perature, i.e., 

1 /dH idT dH idT dH /dT\ 
{pc)—~ATx/Tx+Ty/Ty+TJ^) m 

This averaging process gives representative values of heat capacity 
and preserves a correct heat balance by avoiding the possibility of 
missing peak values of the quantity pc. Similar techniques are used 
in the program for the best determination o£K and Q values. 

A second special feature of the calculation involves an algorithm 
for a correct estimate of the radiation coefficient ar. Since aT is a cubic 
function of T and the temperature is assumed to vary linearly with 
time, it can be easily verified that the expression 

1 / " • T + A T 
ar)=TT 1 eo-{T* + Tar*)(T+Tar)dT 

2 A T JT-^T 

* *MT(T)* + 7 V ( T ) 2 ] [ T ( T ) + Tar(r)] 

+ - [Tar(T + Ar) - Tar(r - AT)] 2 [T 0 , . (T) + T(r) - | T(T Ar)] 

+ - [Tar(T + Ar) - Tar(r - Ar)][T(r) - T(r - Ar)][T(r - Ar) 

+ Tar(r - Ar)] + [ T ( T ) - T(r - Ar)]2 

[ X | T(T) + ̂  Tar(r + AT) - J Tar(r - Ar)] J (11) 

which still involves only known values of temperatures, is a much 
better approximation to the time average value of ar, in the interval 
from r — Ar to r + Ar, than the direct calculation of ar at time r. 

F i n i t e E l e m e n t F o r m u l a t i o n for T h e r m a l S t r e s s e s 
The constitutive law for the stress-strain behavior is as defined by 

Duhamel-Newmann [5], which is valid for isotropic, elastic materials 
in a Cartesian coordinate system: 

aij = 2M|6y-+ [vl{l - 2v)]ikk&ij ~ [(1 + v)l(l - 2v)]aTSii} (12) 

where aij is the stress tensor, eij is the strain tensor, v is the Poisson's 
ratio, ii is the shear modulus, a is the coefficient of thermal expansion, 
and Sij is the Kronecker delta. The strain tensor is defined as 

e;; = - (";,; + Uj.i), i = 1.2, ;' = 1,2 (13) 

The constitutive law can be expressed in matrix form as follows: 

a = Dc - T)aT (14) 

where D is the tangential mechanical property matrix, T is the tem
perature, a is the coefficient qf linear expansion matrix defined by 

a = ae, eT = (1101) 

and e is the strain matrix given by 

(15a,6) 
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du 
— 0 
dx 

dv 
0 — (15c) 

dy 

du dv 

.<ty dx„ 

If we consider a system in the domain 0, to be in equilibrium then 

"HJ + fi - P"i = 0 (16) 

where li; is the acceleration, p is the density, and /; is the body 
force. 

Using the principle of virtual work and ignoring inertia effects, we 
obtain the following: 

J f (Uu)TadQ - C Su r fdf l l l - \ f S u T t d r ] = 0 

F = - 2 ( f B r D a N d Q T + f NTfdfi + f N r t d r ) (266) 

For the case of thermal loading only, 

F = - s / f B ^ D a N d S ^ T (26c) 

At any time T, the transient temperature T, the coefficient of linear 
expansion vector a, the strain vector e, the tangential mechanical 
property matrix D, and the stress vector a are known and are defined 
as follows: 

T = T ( T ) , a = « ( T ) , D = D ( T ) , e = e(r), a = ff(r) (27) 

Internal Virtual 

Work 

External Virtual 

Work 

Hence, the temperature-dependent constitutive law in thermal 
stress analysis involves a time variable. 

Let us assume that at any time T 

a(T) = «(T), D(T) = D(r), «(T) = e(r), a(T) = <r(r) (28) 

On substituting equation sets (27) into the constitutive equation 
(14), and differentiating with respect to time, we obtain the following: 

(17) 
where T is the bounding surface of the domain SI, du is the virtual 
displacement, and virtual strains are defined as where 

Se = hSu 

The linear operator L is as follows: 

L = 

(18) 

<T(T) = 6(T)C(T) + De(r) - B(r)T(r) - R ( T ) T ( T ) 

R = Da 

(29) 

"a 
dx 

0 

a 
ay 

• " 

0 

a 
$y 
a 
a* 

If we neglect the rate of change of material properties with respect 
to time, i.e., the thermo-viscoelastic effects, then 

D ( T ) = R ( T ) = 0 

(19) and 

Let the unknown displacement u be approximated throughout the 
domain by the relationship 

O = Nu (20a) 

and in incremental form 

Sa = NSu (206) 

On substituting equation (206) into equation (17), we obtain 

f (LSSu)T<rdn - f (NSu) T / - P ( N 5 u ) r t d T = 0 (21) 
Ja Ja «/r, 

Let 

B = LN (22) 

and substituting this expression into equation (21) we obtain the in
cremental form, i.e., 

*(T) = D ( T ) € ( T ) - ' B ( T ) ^ ( T ) 

Thus, at any instant the stresses are given by 

d 

(30) 

(3D 

(23) 5 u r ( C BTadQ - C N T fdQ - f N T t d r ) = 0 

This equation is, therefore, valid for any form of displacement. 
Substituting equation (14) into (23), 

(C B ' D B d f i ) u - / f B T D a N d f i ) T - ( f N T f d n ) 

- ( C N T t d r ) = 0 (24) 

On discretization, the above equation can be written as 

Ku + P = 0 , (25) 

where the matrix elements are given by 

K = S (C BTDBda) (26a) 
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<7(r)= f T D ( r ) — [ t ( r ) - 7 ( r ) ] d r (32) 

where the thermal strain rate vector is defined as 

7(r) = a(r)f(r) (33) 

Integrating by parts we obtain 

<r(r) = [D(T) |€(T) - y(T)K - f D(r)[e(r) - y(r)]dr (34) 

Assuming that there are no initial strains at time T0, then 

«(T„) = T(TO) = 0 (35) 

Hence, the equation (34) becomes 

<T(T) = D(T)[«(T) - y(r)] - C D(T) [ C (T) - y(r)]dr (36) 
« / T0 

Integrating equation (33) by parts we obtain 

7 ( T ) = « ( T ) T ( T ) - C a(r)T(r)dT (37) 
*S To 

According to the assumptions made previously (equation 30), equa
tion (36) becomes 

«r(r)=D(r)[e(T)-a(T)T(r)] (38) 

It should be noted that this analysis has been restricted to the 
variation of thermo-physical and mechanical properties with respect 
to temperature. The effects of visco-elasticity, creep, and thermo-
plasticity will be the subject of future research work in this field. 

Illustrative Examples 
Three examples have been solved to illustrate the applications of 

the finite element formulation given previously. In the analysis of 
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these problems, parabolic isoparametric elements have been used. 
Example 1—Frost and Frost Heave of an Embankment. In 

areas that are susceptible to ground freezing, frost and frost heave are 
serious foundation engineering problems. It is necessary in this case 
to investigate the depth which is affected by frost and the effect of 
frost heave before any structure is erected or underground pipes are 
laid. 

The thermo-physical and mechanical properties of soil are known 
to depend on the relative proportions of water, ice, air, and soil par
ticles present per unit volume and also in the temperature variation. 
The following relationships have been used to calculate these values 
for the different types of soil conditions analyzed. 

(a) Thermal Capacity of Soil. 
(i) For frozen soil, 

Cubical coefficient of thermal 
expansion for water 

(39) 

(40) 

(41) 

pc = jd(cs + aai) 

(ii) For partially frozen soil, 

pc = 7d[cs + jc; + (cw + Ci)W\oi] 

(iii) For unfrozen soil, 

pc = yd(cs + cwu) 

where 

jd = dry density of soil 
cs = specific heat of soil 
c; = specific heat of ice 

cw = specific heat of water 
a = water content of soil 

W = ratio of the weight of unfrozen water to the total weight of 
water (frozen plus unfrozen) in soil. 
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Fig. 2 Variation of coefficient of thermal expansion of water In the liquid 
phase with respect to temperature 

(b) The Volumetric Latent Heat of Fusion in Soil. This is defined 
by the following relationship: 

L = %u(l - W)LW (42) 

Temperature in 'K 

Fig. 1 Variation of thermoconductivity and specific heat with tempera
ture 

where L = volumetric latent heat of soil and Lw = latent heat of fusion 
of water. 

(c) Thermal Conductivity. 
(i) For frozen soil, 

k = yd(ks + kiu>)/yb = (ks + feio>)/(l + a>) (43) 

(ii) For partially frozen soil, 

k = [ks + \ki + (kw - ki)W]u]/(l + a,) (44) 

(iii) For unfrozen soil, 

k = (ks + kw)/(l + a) (45) 

where 

ks = thermal conductivity of dry soil 
ki = thermal conductivity of ice 

kw = thermal conductivity of water 
76 = bulk density of soil. 

(d) Coefficient of Thermal Expansion. This is defined by the 
relation 

a - o>aw (46) 

where aw = coefficient of thermal expansion of water. 
(e) Modulus of Elasticity. The modulus of elasticity is assumed 

to be a function of the coefficient of thermal expansion of water and 
of the temperature. The empirical formula by Cherepin, et al. [6] is 
used which results in the following expansion for the coefficient of 
elastic modulus: 

dE 1 „ 
E = , E s 4 X 1 0 - 4 a 

dTEf 

The variation of thermoconductivity and specific heat with tem
perature is shown in Fig. 1. The corresponding curve for the cubical 
thermal expansion of water in the liquid phase is given in Fig. 2, the 
cubical coefficient being approximately three times the linear coef
ficient. The linear thermal expansion coefficient for ice is approxi-
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Fig. 4 Movement of the freezing front with time 

mately 51 X 10"6 K _ 1 in the range 268-273 K. The volumetric ex
pansion of water in transition from the liquid to the solid phase at 273 
K is equivalent to a specific volume change of .0907. 

An embankment of dimensions as shown in Fig. 3 was analyzed for 
movement of the freezing zone with time for the boundary conditions 
shown. The coefficient of heat transfer by convection is 1.728 X 106 

J/m2 day K, the emissivity is 0.08, and the Stefan-Boltzmann constant 
is 4.9051 X 10 - 3 J/m2 day K. It was assumed that during freezing there 
was no water movement in the soil: therefore, the degree of water 
saturation remained constant and uniform. 

As can be seen in Pig. 4, the rate of penetration of the front de
creases with time. According to Schnitter and Zobrist [7], the frost 
penetration in soil is given by 

x = 4160 sJML (47) 

where 

FI = freezing index of air multiplied by the number of 
k = thermoconductivity of soil 
L = latent heat of fusion of soil 

X = constant 0 < % < 1.0 
j3 = constant for a particular type of soil. 

Let us assume that the freezing index is given by 

FI = nrm 

where n is a constant and T is the time in days. Thus, equation (47) 
can be written as 

X = 8T" (48) 

where 

and 

6 = 416/3 v for a particular type of soil 
Li 

The logarithm of the depth x, as shown in Fig. 5, against the loga
rithm of time r, shows an approximate linear relation 

log x = log 0 + re log T 

It was found that the value of re is approximately 0.48, and from the 
experimental work by Schnitter and Zobrist, re is approximately equal 
to 0.5. 

In the determination of frost heave, the following assumptions were 
made in addition to those already stated; 

(i) The soil is homogeneous and isotropic. 
(ii) The coefficient of thermal expansion of the soil particles is 

negligible compared to that of water. 
(iii) The change in specific volume of water from the liquid to the 

solid phase is assumed to take place over the finite temperature in
ternal 273 K ± 0.20. 

(iv) The embankment is weightless. 
(v) The modulus of elasticity at 273 K is 31.5 N/m2 . 
In Fig. 6, which depicts conditions at time r equal to 30 days, it can 

be seen that the frost heave is uniform; relative to the original profile. 
This arises because the effect of lens growth, which will form ice zones 
in the embankment and cause unequal expansion, has been neglected. 

Also illustrated in Fig. 6 are the contours of maximum shearing 
stress in the frost region. The frost heave and stress field depicted near 
the embankment surface at r equal to 30 days are tending to steady-
state conditions. 

Example 2—Ground Freezing. This problem is of particular 
relevance in the Civil Engineering industry where a mass of unstable 
soil is to be excavated. When it is not possible to stabilize such a mass 
of soil by conventional drainage techniques, than resort has to be made 
to more sophisticated techniques such as ground freezing. In this in
stance, cooling pipes are inserted into the soil with the coolant being 
recirculated and maintained at a constant temperature. The growth 
of the freezing zone is allowed to develop until the complete volume 
to be excavated has been frozen. 

The example demonstrated here was first solved by Comini, et al. 
[3] using triangular elements. These elements utilized linear shape 
functions and, hence, a large number were required for a satisfactory 
solution (Fig. 7(a)). The same problem was resolved using the higher 
order isoparametric elements available in the latest program (Fig. 
7(6)). As may be seen, the number of elements required for the same 
degree of accuracy is of an order of magnitude lower. Thus, the saving 
in input data etc. is considerable. The results are shown in (Fig. 7(c)) 
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and demonstrate the progression of the freezing front with time. The 
thermo-physical properties used in this example are identical with 
the values used by Comini, et al. [3]. 

Example 3—Stress Distribution in a Solidifying Bar. This 
example has been solved using finite differences by Allen and Severn 
[8] for the time taken for the bar to solidify. Their result showed close 
agreement with Jones' [9] curve, given by the following equation: 

pc(x- £)2 

k 1.07 
(49) 

where 

T = time taken by the cooling front to reach a point (£ — x) 
k = thermal conductivity 

pc = heat capacity 
I = length of the bar. 

The thermo-physical and mechanical properties used are specified 
in dimensionless terms as follows: 

k = 1.0, thermal conductivity 
pc = -s/2, heat capacity 

L = 70.26 pc, volumetric latent heat of fusion 
Ti = initial temperature 

Tc — 0° temperature causing solidification on surface AA in Fig. 8 
E = 1.0, modulus of elasticity 

p. = 0.38, shear modulus 
v = 0.3, Poisson's ratio 

a = 1.0 X 10~6, coefficient of linear thermal expansion. 

The results obtained by Allen and Severn [8], using their finite 
difference relaxation technique, compared very favourably with the 
curve as given by Jones for the same problem. The finite element re
sults given here (Fig. 8) also compare well with Jones' curve, but the 
rate of cooling is faster as the cooling front progresses along the 
bar. 

The finite element program was also used for determining the in
fluence of the cooling rate on the development of the stress level within 
the bar. The end AA of the bar is assumed to become solid at T = 0 and 
can therefore be taken as being rigidly fixed. The time variation of 
the stress along the bar, expressed with respect to the maximum stress 
ffJmBl is also shown in Fig. 8(6) for three different values of time T. This 
value of relative stress during solidification indicates the gradual in
crease in the value of residual stresses that could be expected as the 
cooling front progresses towards the other end of the bar. The authors 
are not aware of any other solutions against which their finite element 
model could be compared. 

Conclusions 
A finite element program has been presented which can deal with 

Boundary conditions: 
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Fig. 7(a) Finite element mesh used by Comini, et al. 
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Fig. 7(c) Freezing front positions with respect to time. The freezing sheath 
PQ is maintained at 245 K. The ambient temperature is 289 K and the 
convective heat transfer ac = 20 W/m2K. The thermal conductivity and 
heat capacity for frozen soil, * = 2.32 W/mK, pc = 2.04 X 106 J/m3K; 
for the unfrozen soil, k = 1.65 W/mK, pc = 2.815 X 106 J/m3K; the 
volumetric latent heat of fusion, L - 120 X 106 J/m3. 

Fig. 7 Freezing of a moist soil (sand) 
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nonlinear heat conduction both above and below the phase change. 
Also, an elastic stress routine has been linked with the heat conduction 
program to determine the residual stresses left in the body upon 
cooling. In the case of the temperature problems, comparisons were 
made with previously published results and were found to give fav
ourable answers. In the case of the residual stress calculations, com
parisons could not be made as the authors were unaware of any pre
vious work. 

The program utilizes isoparametric elements and can deal with 
irregularly-shaped boundaries and nonlinear boundary conditions. 

References 
1 Tien, R., and Kaump, V., "Thermal Stresses During Solidification on 

Basis of Elastic Model," TRANS. ASME, series E, Vol. 36 1969, pp. 763-
767. 

2 Weiner, J. H., and Boley, B. A., "Elasto-Plastic Thermal Stresses in a 
Solidifying Body," J. Meek. & Physics of Solid., Vol. II, 1963, pp. 145-154. 

3 Comini, C, Det Guidice, S., Lewis, R. W., and Zienkiewicz, O. C, "Finite 
Element Solution of Non-Linear Heat Conduction Problems With Special 
Reference to Phase Change;" International Journal for Num. Methods in 
Engineering., Vol. 8,1974, pp. 613-624. 

4 Zienkiewicz, O. C, The Finite Element Method in Engineering Science, 
Second ed., McGraw-Hill, London, 1971. 

5 Fung, Y. C, Foundation of Solid Mechanics, Prentice-Hall, New York, 
1969. 

6 Cherepin, V. T., and Mellik, A. K., Experimental Techniques in Physical 
Metallurgy, Asia Publishing House, 1966. 

7 Schnitter, G., and Zobrist, R., "Freezing Index and Frost Penetration in 
Switzerland," Proc. 5th Int. Conf. Soil Mech. Found. Engng. Vol. 2,1961 pp. 
315-320. 

8 Allen, N. De G., and Severn, R. T., "The Application of Relaxation 
Methods to the Solution of Non-Elliptical Partial Differential Equation-II. 
The Solidification of Liquids," Quart. J. Mech. and App. Maths., Vol. 5,1952, 
pp. 447-454. 

9 Jones, H., Unpublished, Ministry of Supply Report. 

484 / AUGUST 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. M. Fisher 

Staff Member, Group 0-23, 
Los Alamos Scientific Laboratory, 

University of California, 
Los Alamos, N. Mex. 

Thermal Analysis of Some 
Subterrene Penetrators 
Various types of rock melting drills have been designed at Los Alamos. These have includ
ed density consolidating penetrators up to 90 mm in diameter of varying configurations. 
A number of these consolidators have been tested in loams, alluvium, and tuff. Extruders 
up to 87 mm in diameter designed for an improved advance rate have been used in alluvi
um and basalt. The results of thermal analyses of some of these existing penetrators 
under conditions of constant advance rate in tuff, alluvium, and basalt are presented. The 
basic finite element heat conduction code (AYER) used in the calculations is briefly re
viewed along with the methods of including radiation, temperature dependent material 
properties, and power generation. The internal temperature distribution, power require
ments, and possible advance rates are determined for various consolidating and extruding 
penetrators. The effects of rock properties, penetrator configuration, and thermal limita
tions on the advance rate are considered. Heater designs and the use of heat pipes in spe
cific designs are discussed. A comparison with experimental test data is made where pos
sible. 

In troduc t ion 

The factors affecting the performance of rock melting drills have 
been discussed in a number of publications [1-6].1 In particular, the 
hydrodynamics of the molten layer of rock surrounding the hot pen
etrator is considered in detail in [7, 8]. The present paper is concerned 
with the detailed thermal analysis of four specific designs, two have 
been tested extensively and two are proposed designs. Of the two 
tested, one is a consolidator and one an extruder. A consolidator must 
form a glass liner that is denser than the unmelted rock and is of 
sufficient thickness to accommodate all material melted in the for
mation of the hole. An extruder is provided with a debris removal 
system and can operate in a rock with a density equal to or greater 
than that of its glass. The debris in the form of molten rock is extruded 
from the heated penetrator tip through a nozzle that is generally lo
cated on axis of the penetrator. All of the penetrators considered here 
are axially symmetric. 

Fig. 1(a) is a schematic of a 51 mm dia consolidator. The outer 
surface of the molybdenum body is a parabola with a length of 125 
mm. This penetrator has a cylindrical pyrolytic graphite heater that 
is electrically insulated from the body by a helium filled gap. A 
graphite radiation receptor fits tightly against the molybdenum. This 
penetrator has been extensively tested in tuff and various alluvia at 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division, April 29, 1976. Paper No. 75-
WA/HT-69. 

velocities up to 0.25 mm/s. Fig. 2(a) is a schematic of the extruder 
considered here. This penetrator has been tested in basalt at velocities 
up to ~0.23 mm/s and in basaltic alluvium at velocities to 0.10 mm/s. 
Figs. 3(a) and 4(a) are proposed consolidators. The 90 mm dia conical 
penetrator with the pyrographite heater was originally designed for 
use in a basaltic alluvium. The heat pipe design was used to illustrate 
the configuration of a high velocity consolidator and to establish re
quirements on the heat pipe performance. 

The thermal analysis has several uses. The most important of which 
is determination of a heater and body configuration that meet the 
following requirements: 

1 The material temperatures do not exceed those permitted by 
stress or material compatibility limitation. 

2 The axial distribution of power generation in the heater is such 
that the inside of the refractory metal body is at a nearly uniform 
temperature. These requirements must be met for the expected range 
of rock properties and velocities and do not rely on an accurate 
knowledge of the properties of any given rock sample or on a detailed 
treatment of the melt flow. The thermal analysis also provides tem
perature distribution for stress calculations and penetrator surface 
temperatures for the melt fluid dynamics codes. A priori predictions 
of velocities require accurate knowledge of the materials properties 
of the rock or soil in question and coupling with the melt fluid dy
namics code which relates surface temperature and thrust to velocity. 
However, if the thermal analysis is correlated with test data, limited 
predictions of the performance of other similar penetrators in the 
same material can be made. 

M e t h o d of A n a l y s i s 
All of the calculations presented in this paper were done with the 

AYER [9] heat conduction code. AYER is a finite element computer 
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GAP 

(a) 
Fig. 1 (a) Parabolic consolidating penetrator; (b) temperature distribution 
in K X 1<r2 

program for solving the general two-dimensional equation of thermal 
conduction. Material properties can be time and temperature de
pendent, thermal conductivities can have two-dimensional anisotropy, 
and material velocity distributions are allowed. The integral form of 
the heat conduction equation 

dT 

/.(-»s)«-/,*"-/,< dV 

I pCv-VTdV (1) 

is written for each finite volume element, boundary conditions are 
added and the resulting couple equations are solved iteratively for 
the temperatures. All other specifications of power generation, grid 
geometry, material properties and boundary conditions must be 
provided through subroutines programmed by the user. The axi-
symmetric penetrators, melt layer, and a sufficient amount of the 
surrounding rock were represented by a grid of between 700 and 1000 
elements generated by a mesh generator appropriate to penetrator 
geometries. 

The penetrator material densities, thermal conductivities, specific 
heats, and emissivities were either temperature dependent or ap
propriate constants. The gaps providing electrical insulations of the 
heaters from the penetrator body were filled with helium. In addition 
to the helium thermal conductivity, a temperature dependent ra
diation contribution was used as described in the following. 

Power generation in the pyrolytic portions of the heater was cal
culated from the temperature dependent resistivity [10] of Fig. 5 and 
the specified current. In some problems the heater current was iter
ated automatically in the program to produce a power that gave a 

PYRO-GRAPHITE 
HEATER PILLS 

I 
110 mm 
I 

RECEPTOR 

-MOLYBDENUM 

(a ) 

Fig. 2 (a) Extruding penetrator; (b) temperature distribution in K X 10 

specified temperature (1450 K) along the rock-melt interface. The 
current was also adjusted for each problem to insure that the maxi
mum material temperatures were not exceeded. 

The exterior boundary of the grid was held at 300 K. Each grid was 
checked to insure that sufficient rock was included so that the position 
of the boundary did not effect the results. The boundary where the 
rock and melt leave the grid was adiabatic. The temperature gradients 
are generally perpendicular to this boundary and the conduction loss 
is negligible compared to the energy carried out of the grid by the 
moving rock. The steady-state velocity of the penetrator was ac
counted for by a constant velocity field in the solid rock. Because of 
the dependence of rock melt viscosity on temperature, the melt ve
locity is a function of radial position across the melt layer. In this 
analysis an average melt velocity was calculated from the melt layer 
geometry and the conservation of mass at each axial station of the grid. 
The position of the rock-melt interface (distinguished by a disconti
nuity in density and velocity) was adjusted in each problem to coincide 
with the isotherm in the center of the melting range. 

The rock properties are those of basalt. The specific heat was 
constant except for a temperature dependent term that accounted 
for the latent heat of fusion. 

c-*+fcss)~(-(^)") (2) 

The integral over the second term is the latent heat of fusion L, and 
Tm and TR define the center and half-width of the melting range. 

The thermal conductivity of basalt was derived from the data ot 
[11] by the removal of the radiation contribution. The melt layers are 
fairly thin (<1 mm) at the leading edge. The radiation contribution 
was replaced by an upper limit appropriate to thin transparent di
electrics. For a plane gap filled with a nonabsorbing dielectric bounded 
by a penetrator of emissivity es and unmelted rock of emissivity em 

the maximum flux of [12] 

. .Nomenclature* 
C = specific heat 
c = velocity of light 
F = radiation flux 
H = latent heat of fusion 
KR = equivalent of thermal conductivity for 

radiation 
L = frequency average mean free path 
n = index of refraction 
Qg = power generation per unit volume 

S = finite element surface area 
T = temperature 
TR = melting range of rock 
V = finite element volume 
v = rock or melt velocity 
v* = penetrator velocity 
<5 = melt layer thickness 
e = emissivity 
X = thermal conductivity 

p = density 
a = Stefan-Boltzmann constant 

Subscripts 

i = unmelted rock 
t = liquid rock 
m = at melt-rock interface 
s = at surface of penetrator 
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where 

F = E nMTs4 - Tm") 

E--

(3) 

ts + Cm - tstrr. 

the factor n2 in equation (3) arises from the fact that the density of 
photon states in a dielectric is proportional to ns and the velocity is 
c/n; any flux then is proportional to n2 [12]. Writing equation (3) in 
terms of radiation thermal conductivity gives 

F = K R ( ^ ) (4) 

where 

Fig. 3 (a) Conical consolidating penetrator; (b) temperature distribution 
in K X 1<r2 
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(a) 
Fig. 4 (a) Parabolic consolidates utilizing a heat pipe; (b) temperature 
distribution In K X 1CT2 
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Fig. 5 Resistivity of pyrolytlc graphite across the grain 

,T 4 _ rp 4. 
KR = En2 c P -^-) 5 (5) 

Over a narrow range of operating temperatures, a convenient ap
proximation to the flux can be written. Then 

in the gap and 

where 

S dx dx 

F = KR(T)^f 
dx 

KR(T) = 4En25oT3 

(6) 

(7) 

(8) 

For absorbing media the thermal conductivity is usually written 
[12] 

KR(T) = ^-n2L(ThTa (9) 

where L(T) is a frequency averaged mean free path. For an exact 
treatment we need a KR(T) that limits to equation (9) for thick 
samples and to equation (5) or (9) for thin transparent samples. 
However, data on L(T) is not always available for any given rock 
sample, and in the temperature range of 1450-2000 K, L(T) is usually 
large compared to the thickness of melt layers. Equations (4) and (7) 
should be good approximations to the radiation contribution. Fig. 6 
is a plot of these basalt thermal conductivities. Curve A is the con
ductive part. Curves B and C are KR and KR(T) for a 1.0 mm gap 
width and D and E are for a 5 mm gap width. All are plotted for n = 
1.5,6S = 0.20 and em = 0.85.2 KR is for Ts = 1900 K and Tm = 1450 K. 
For small gap widths (6 < 1.0 mml as in the melt layer at the leading 
edge the heat flux due to the conductive part will be large compared 
to the radiative contribution. In the thicker portions of the melt layer 
(<5 > 5.0 mm) the conductive flux will diminish and the radiation 
contribution will dominate if L(T) is large enough. Equations (4) and 
(7) are also applicable in the gaps that electrically isolate the heaters 
with n = 1.0 and the appropriate values of heater and receptor 
emissivities. 

2 The emissivities, e„ and tm can be determined independently [2], as can the 
index of refraction, n. At the present time n is the most uncertain. 
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T h e 51 m m dia P a r a b o l i c Conso l idator 
The 51 mm dia parabolic penetrator of Fig. 1(a) was designed before 

a detailed thermal analysis was used to suggest modifications to the 
heater and to analyze its performance in tuff and basaltic alluvium. 
In a rock such as tuff, which resists compaction, the full consolidation 
condition must be met at the rear edge of the penetrator. That is, the 
outer radius of the melt layer is 

4.0 

\ 1 — a;l oil 

1/2 
(10) 

and it is derived from the conservation of mass [3]. Here r is the 
penetrator radius, and p; and pe are the densities of the rock and melt. 
Tuff has a thermal conductivity somewhat higher than that of basalt, 
has a low density (1.5-1.6 Mg/m3), and forms a glass of high density 
(2.7 Mg/m3). Under these conditions the analysis indicates that the 
consolidation condition can be met at 0.2 mm/s with 3.0 kW of power 
and with molybdenum temperatures under 1950 K and heater tem
peratures under 2500 K. In numerous tests in tuff this penetrator has 
consistently achieved steady-state velocities between 0.15 and 0.20 
mm/s for heater powers of 3.0 and 3.5 kW and thrust loads of 3-5 kN. 
A number of tests of this penetrator have been done in a basaltic al
luvium with initial densities of 1.63 to 1.88 Mg/m3 and which forms 
a glass with densities of >2.4 Mg/m3. With a thermal conductivity of 
basalt, the analysis indicates that the consolidation condition can be 
satisfied only at velocities below 0.05 mm/s in this density range. In 
the test, however, considerable compaction takes place and velocities 
up to 0.22 mm/s have been achieved with a consolidation fraction of 
/ = 0.32. Where the / is the ratio of the thickness of the glass hole liner 
to that needed for full consolidation. Fig. 7 is a plot of steady-state 
penetrator velocity versus initial density for five tests and for calcu
lations which predict the velocity only on the fraction of consolidation 
achieved. For tests and calculations with the similar values of / , 
agreement is fair. 

The isotherm plot of Fig. 1(6) shows the temperature distribution 
calculated in basaltic alluvium at a density of 1.75 Mg/m3 and at a 
velocity of 0.2 mm/s. The heater is heating the molybdenum body 
uniformly to between 1900 and 2000 K. The major internal temper
ature gradients are in the insulating gap and the maximum heater 
temperature is less than 2300 K. The largest impedance to heat flux 
to the unmelted rock is the melt layer. At this velocity the graphite 
heater with an insulating gap can still supply sufficient heat flux to 
the leading edge to keep the temperatures in the molybdenum near 
1900 K. 

RADIATIVE 
CONTRIBUTION 

300 500 IO00 1500 
TEMPERATURE , K 

Fig. 6 Thermal conductivity of basalt 

density of 1.75 Mg/m3, a glass density of 2.4 Mg/m3 and a velocity of 
0.2 mm/s. Again the heater design provides uniform heating and the 
maximum heater temperature (S2400 K) occurs near the leading edge 
where the maximum fluxes are required. ' 

The increased length-to-diameter ratio of these designs over the 
51 mm dia design more than compensate for the need for thicker melt 
layer caused by the larger radius. The analysis shows that if sufficient 
compaction occurs to allow a consolidation fraction of 0.5 that the 306 
mm long design can achieve a velocity of 0.2 mm/s and that the 456 
mm long design can reach 0.4 mm/s. However, the calculated melt 
layer is becoming excessively thin (0.3 mm) at v* = 0.2 mm/s and the 
leading edge flux may limit velocities to this value. 

T h e H a r e E x t r u d e r 
The extruding configuration of Fig. 2(a) was designed to optimize 

the heat flux to the leading edge and to insure that the leading edge 
flux was the only limit to the velocity. The walls at the leading edge 
were reduced to 5.0 mm. The length was sufficient to insure complete 
melting at the extrudate nozzle at velocities up to 0.4 mm/s. The ex-

T h e H e a t P i p e P e n e t r a t o r 
The design of Fig. 4(a) was proposed as the consolidator having the 

highest potential velocity. The parabolic section would be followed 
by a heated cylindrical section of sufficient length to meet the con
solidation condition at whatever velocity could be obtained by the 
leading edge. This cylindrical section would contain an extension of 
the heat pipe and supply part of the heat flux to the leading edge. The 
thermal analysis was used to compare this with other designs by ex
amining the melt layer thickness at the leading edge as a function of 
velocity, leading edge temperatures, and rock properties. The iso
therm plot of Fig. 4(6) was obtained for this design for the same 
conditions as that of Fig. 1(a). In a rock of this conductivity and with 
a maximum temperature of 2000 K in the molybdenum the heat pipe 
design shows no advantage, since the leading edge flux is determined 
by these two parameters. The calculated melt layer thickness is the 
same in both cases (0.2 mm). If the maximum body temperature is 
raised to 2100 K (for tungsten), the graphite heater design is limited 
by the maximum allowable heater temperature, taken to be 2500 
K. 

T h e 90 m m Conica l Conso l idator 
The 90 mm conical consolidator of Fig. 3 was proposed for the 

production of stable glass lined holes in basaltic alluvium with den
sities up to 1.8 Mg/m3. Designs with an overall length of 306 and 456 
nm have been produced. The isotherm plot of Fig. 3(6) is for an initial 
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Fig. 7 Velocity versus density of alluvium for 51 mm dia penetrator 
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Fig. 8 Power versus velocity for extruding penetrator in basalt 

trudate temperatures are calculated to be £1700 K at v* =0.2 mm/s. 
The cylindrical section of the heater was placed at the largest radius 
possible to increase the radiating area which helps prevent over
heating of the heater. The cylindrical body section near the tip insures 
that the melt layer does not need to increase and that it will not be 
squeezed thin in this region, thereby allowing more heat flux to flow 
toward the leading edge. 

This penetrator has been tested extensively in basalt (p; = 2.70 and 
pe = 2.70) and in densely packed basaltic alluvium (pi - 2.0 and pe a* 
2.3). The velocity is insensitive to the thrust in the range 2-4 kN. The 
tests were run at ~ 4 kN thrust, which stress calculations indicate to 
be a safe maximum. Fig. 4(6) is the isotherm plot for this penetrator 
in basalt at v* = 0.2 mm/s. The heater design results in uniform mo
lybdenum temperatures with the maximum occurring near the leading 
edge. The maximum heater temperature is <2300 K and also occurs 
near the leading edge. 

Power versus velocity for the test in basalt are shown in Fig. 8. The 
calculated curve was obtained by limiting the maximum molybdenum 
temperature to 1950 K. In the experimental runs the temperature was 
monitored by measuring the heater resistance (Fig. 5). The maximum 
steady state velocity limits at ~0.2 mm/s at thrust of 4 kN. The 
analysis indicates that the melt layer at the leading edge is becoming 
excessively thin (<0.4 mm) at this velocity. For the test in the basaltic 
alluvium, a thermocouple was placed in the molybdenum body at the 
point indicated by TC in Fig. 2(a). In these tests the steady-state 
velocity limited at 0.1 mm/s at a thrust of 4 kN. The test data are 
shown on Fig. 9 by the open circles at 1 and 2 with the measured 
thermocouple temperatures. The calculated curves were obtained by 
limiting the maximum molybdenum temperature to the values indi
cated. The calculated thermocouple temperatures (Tc) are annotated 
on the curves at the appropriate positions. These calculations also 
indicate the melt layer becoming excessively thin (<0.6 mm) at v * = 
0.1 mm/s. 

The glass walls produced thus far are of somewhat nonuniform 
thickness and contain some voids, but they are in the range of thick
nesses calculated. Two of the runs in basalt with average velocities 
of 0.16 mm/s and average powers of 11.0 kW produced melt layers with 
thickness varying from 7.5 to 12.5 mm. The calculated thickness is 
10 mm for v* = 0.2 mm/s and 13.7'kW. For test 2 indicated in Fig. 9 
the measured wall thickness was 12.5 to 14.5 mm. The calculated 
thickness for v* =0.1 and a penetrator body temperature of 1800 K, 
is 15 mm. 

Subterrene Development 
The analysis presented here has been restricted to basalt and ba

saltic alluvium for a number of reasons. The material properties of 
basalt were well known and a number of penetrators have been tested 

o o.i 0.2 0.3 Q.4 

VELOCITY, mm/s 

Fig. 9 Power versus velocity for extruding penetrator in basaltic alluvium 

in basalt. The basalt rock, since it is Uniform and fine grained, is best 
represented by the computer model which does not consider inho-
mogeneities. The basaltic alluvium was encountered in a field appli
cation. It consists of fine sand and gravel and was thought to have the 
same properties as the basalt rock, except for those effected by the 
porosity. 

The relationship of the thrust to advance rate and power has not 
been considered here. It was first addressed in [7, 8], However, cal
culated thrust were generally low compared to those encountered in 
the laboratory, specially for the low viscosity basalt. Work in progress 
indicates that further appropriate modifications of the thermal 
conductivity of the liquid melt, in addition to the limiting of the ra
diation flux described in the foregoing, bring the calculated and ex
perimental thrust into good agreement. 

This and related analyses are a small part of the development 
program of a penetrator capable of operating in the hot, high pressure 
environment encountered in drilling deep geothermal wells [13]. It 
is in this environment that conventional rotary methods become in 
creasingly impractical. Included in the program have been tests in 
granite [14], the most common dense rock, in frozen alluvium [6], 
containing ~20 percent by weight water, and in various sandstones. 
At present the deepest hole produced in the field was 30 m deep in 
basalt and was drilled with an 87 mm dia extended area extruder [15, 
16]. 

Another area of applicability of the rock melting is the production 
of unaltered cores encased in a thin glass liner. Such drills are possible 
in both the consolidating and extruding modes. A 114 mm dia coring 
consolidator which produced unmelted cores has been tested in tuff 
[17,18]. 

Also of importance to the development program is the determina
tion of penetrator lifetime under conditions of high temperature and 
stress. This includes the investigation of chemical reactions between 
interior components and the interaction of the refractory metal 
penetrator with the molten rock by corrosion and abrasion, [19-21]. 
The physical properties of rocks, rock melts, and rock glasses that are 
basic to this and the analytical program have also been the subject 
of continuing study, some results of which is contained in references 
[14, 22, 23]. 

Problems associated with potential applications, energy require
ments, the environment, and general systems analysis are discussed 
in [24-26]. 
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Error in Temperature 
Measurements Due to Conduction 
Along the Sensor Leads 
When a sensor is embedded in a solid body to measure its internal temperature, any con
duction to, or from, its sensing element may cause the indicated temperature to be differ
ent from the true temperature. This paper describes an analysis of the error caused by 
conduction when there is an arbitrary temperature distribution in thebbody along the 
sensor. The sensor is modeled as a cylindrical fin and the appropriate conduction equa
tion is solved. The solution gives a correction for the error which depends on such parame
ters as, depth of immersion, thermocouple wire and insulation properties, contact be
tween the sensor and the body, and temperature distribution in the body. The latter may 
not be known, but the measured temperature distribution can be used as a first approxi
mation. The corrected value can then be used to obtain a better estimate of the error. The 
results show good agreement with experimental observations. 

Introduction 

When a temperature sensor such as a thermocouple or a platinum 
resistance thermometer is used to measure the temperature of a solid, 
the measured temperature is only an approximation to the true value 
of the temperature at that location. The error or the deviation between 
the sensor output and the true temperature at the point in the absence 
of the sensor may be caused by a number of factors. First, the presence 
of the sensor itself may alter the temperature field at that location. 
Second, any heat transfer from (or to) the sensing element through 
the leads to (or from) either the body or ambient may cause the 
temperature of the sensing element to be different from the temper
ature of the body at that location. Since a sensor can only measure the 
temperature of its own sensing element, any temperature difference 
between the sensing element and body results in an error. Third, in 
transient processes the thermal inertia of the sensing element may 
introduce additional error. 

The problems of the first class, i.e., the installation error, are sig
nificant for solid materials having low thermal conductivity. This 
problem has been studied by Beck [1, 2],1 Turner [3] and others. 
Turner [4] has also studied the error for a porous material with fluid 
flowing through it. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division June 14, 1976. Paper No. 75-
WA/HT-92. 

The second effect, the heat conduction through the sensor, may be 
considered in two parts. In case of a body at a uniform temperature 
the sensor leads may exchange heat with the surrounding environment 
causing a temperature difference between the sensing element and 
the body. This problem has been studied by Moffat [5], Sparrow [6], 
and others. The error in this case can be minimized to a desired level 
by a proper choice of sensor and a sufficient depth of immersion. In 
case of a body having a temperature gradient along the length of the 
sensor embedded in the body the errors may become unavoidable in 
many situations. If the temperature distribution in the body is one-
dimensional then one may be able to locate the sensors along the 
isothermal paths thus overcoming the problem. But if the temperature 
distribution in the body is multidimensional and several different 
boundary conditions are to be studied, then the foregoing approach 
becomes impractical. Thus, an estimate of error is required to inter
pret the measured temperatures. Little work seems to have been done 
in this area. 

Thus, this paper presents an approximate analysis of the error in
troduced in the measurement of temperature when there is an arbi
trary temperature gradient in the body along the sensor length. The 
body in which the sensor is embedded is considered to be much larger 
than the cavity and the thermal conductivity of the body is relatively 
high so the effect of cavity is negligible. The result of the analysis is 
compared with some experimental measurements. 

Model of the System 
Fig. 1 shows a sensor embedded in a solid. The sensor is inserted 

in the hole drilled in the body and some filler (a cement or an adhe
sive) is used to fill the gap. The leads are much longer than the em
bedded length t. Upon emerging from the solid the leads pass through 
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FLUID AT If THERMOCOUPLE 
WIRE1 

Fig. 1 Sketch of a thermocouple embedded in a solid body 

a fluid whose temperature is T/. The temperature of the solid is Ts 

(not uniform). The sensor leads are exchanging heat between the body 
and the ambient. 

Fig. 2 shows a cross section of the insulated leads. This geometry 
is not easy to analyze. Thus, the sensor leads are modeled as a cylin
drical fin as shown in Fig. 3. The fin has radius y/%rw and a thermal 
conductivity k = (ki + k2)/2 where k\ and k2 are the thermal con
ductivities of the individual lead wires. It is assumed that all the heat 
conduction along the leads takes place through the metal wires and 
the radial temperature variation in the wire is negligible. This is a 
reasonable assumption in view of the high thermal conductivity and 
large length to diameter ratio ofthe wire. This model is similar'to the 
one used by Moffat [5] and Sparrow [6]. 

The part of the fin that is inside the solid is surrounded by insula
tion and filler material. The overall conductance between the solid 
and the lateral surface of the fin (in the embedded region) can be 
approximated to be 

(UPh 
1 , rh 1 r2 

In V • In — 
2-n-kf r2 lirhi r 

(1) 

where 
kf = thermal conductivity of the filler material 
ki = thermal conductivity of the insulation 
r/, = radius of the hole 

r2 '• 
tl + h 

• V2 rw, the radius of the fin. 

WIRE 2 

OUTER INSULATION 

INNER 
INSULATION 

Fig. 2 Cross section of a double wire duplex insulated leads 

The contact between the sensing element (thermocouple junction 
or resistance thermometer) and the body is difficult to estimate. The 
bottom of the hole is generally conical and the sensing element may 
be cylindrical or spherical. The overall conductance for this is ap
proximated by 

:/ (UAh = heirr2; he = — 
5 

(2) 

Where S is an equivalent thickness of the filler layer between the 
sensing element and the bottom of the hole. Moffat [5] has shown that 
5 = 0.004 in. gave a satisfactory comparison between his analytical 
and experimental results. For a porous medium with flow, he can be 
approximated as the heat transfer coefficient for a sphere of radius 
r in uniform flow. 

The part of the fin that is exposed to the ambient may exchange 
heat through convection and radiation. Thus, the overall conductance 
between the fin lateral surface and the ambient fluid may be ap
proximated by: 

(UP)2 = -
1 

1 1 

hP' 2irki 

(3) 

In r2 

Moffat [7] has given correlations for determining fcasa function 
of Reynolds number for two cases, namely flow perpendicular to the 
fin and parallel to the fin. 

The temperature distribution in the solid body along the sensor is 
assumed to be a polynomial of rath degree. 

Ts(x) -Ta=E aix' 

where 
T„ = temperature of the body at x = 0, i.e., surface 

(4) 

.Nomenclature* 

A = area of cross section of the fin 
a i = temperature gradient in the solid body 

along the sensor 
b = temperature gradient in the ambient 

fluid 
d = thickness ofthe thermal boundary layer 

in the ambient fluid 
h = heat transfer coefficient 
k = thermal conductivity of the fin ((fei + 

k2)/2) 
ki, k2 = thermal conductivity of two lead 

wires 
kf = thermal conductivity ofthe filler mate

rial 
ki = thermal conductivity of the insulation 
( = embedded length of the sensor 
ti = major diameter of the insulated sensor 

leads 

t2 = minor diameter ofthe insulated sensor 
leads 

mi = ((UP)i/kA)1/2 

m2 = {(UPhlkAY'2 

m3 = ((UAh/kA) 
n = degree of the polynomial used to ap

proximate the temperature distribution in 
the body along the embedded sensor 
length 

JVi = m2/mi 
N2 = m3/mi 
Ns = m\t 
P = perimeter of the fin 
P' = external perimeter of the insulated 

sensor leads 
r = radius of the fin 
rn = radius of the hole 
rw = radius of the individual lead wires 

r2 = equivalent radius ofthe fin with insula
tion 

T = temperature of the fin 
T/ = temperature of the ambient fluid 
Ts = temperature distribution in the solid 

body along the embedded sensor 
Ta = temperature of the body surface at the 

sensor location 
T 0 = temperature of fin at the body surface 
U = overall conductance 
x = distance along the lead wires 
a = T-Tf 

d = T-Ta 

5 = equivalent thickness of the filler material 
between the sensing element and the 
body 

e = error in the measured temperature 
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x = axial coordinate along the sensor 

A n a l y s i s of t h e M o d e l 
The cylindrical fin is divided into two segments, shown in Pig. 3, 

the segment embedded in the solid and that in the ambient. The 
conduction equation is solved for both regions and the solutions are 
matched at the surface. 

The Embedded Region. The heat balance for the fin [8] gives the 
following equation for the temperature distribution along the fin. 

d2a 

dx2 — m2
2a = 0 (9) 

where 

a = T -Tf, m2
2 = 

(UPh 

kA 

d2T 
kA — -(UPUT-Ts) = 0 

b.c. @ x = 0, T = TQ (unknown at this point) 

dT 
@x=t, -kA — =(UAh(T(t)-Ts(t)) 

dx 

Equation (5) can be written as, 

d26 

(5) 

mi2B = - m i 2 E a;*' 
dx2 ,-_! 

I = T - Ta 

(6) 

(7)' 

where 

and 

rof = 
kA 

The solution of equation (6) with b.c. at x = 0, is 

6 = Ci(em i* - e-""!*) + floe-""* + E ftx' 

where 8a = To — Ta, C\ will be evaluated by using the b.c. at x = t; 

Pi = a.i + —(i + l)(i + 2)ai+2, o, = 0, i>n 

Ambient Region. For the ambient region the equation describing 
the axial temperature distribution is, 

d2T 

dx2 

b.c. at x = 0, T = T0 

a t x - » - • » , T=Tf 

Equation (8) can be written as, 

fcA — - a / P ) 2 ( T - 7 » - 0 (8) 

The solution of equation (9) with the b.c. at x = 0 and * = °° is 

a = aoem*< (10) 

where 

ao = To- Tf 

By matching the heat fluxes at x = 0 one obtains an expression for 

To, 

2m1Cx + m2(Tf - Ta) + ffi 

m\ + mj 

In this equation Ci is yet to be determined. This can be achieved 
by using equations (7) and (11) and applying the b.c. at x = (. This 
gives 

m2(T, - Ta) + fr , 

0o = To-Ta=
: 

(11) 

mi + mi 
- (mi - m3)e-m^ + Bm3 - D 

m i t s " " ' + e~m^e) + m 3 ( e m ^ - e'm^) - • 
1m\ 

m\ + mi 
•(mi — mz)e~m> 

(12) 
where 

B = E {a^ - fat1) = -"L d + 1)(£ + 2)o i + 2^ ; 

i = l 

ms = (UAh/kA 

Equation (7) gives the temperature distribution in the embedded 
region of the fin. The constants, do, and C\ are given from equations 
(11) and (12), respectively. The temperature of the sensing element 
can be obtained from equation (7) by substituting x = t. This is the 
temperature that the sensor will measure. The actual temperature 
of the body is Ts(t). Thus, the error in the measurement is 

t = ne)-Ts(() 

= Ci te"" ' - e-">i0 + floe-"11' + t Of+2 '̂' (13) 
i=i m i 2 

Where do and C\ are given by equations (11) and (12), respective-

ly. 
Equation (13) gives the error for a general case which includes the 

effect of heat transfer to the ambient as well as the effect of an arbi
trary temperature distribution in the body. In what follows the results 
are reduced for some special cases to facilitate application as well as 
comparison with some previous works. 

Special Cases, (a) The solid body is at a uniform temperature 
Ts which is different from the temperature of the ambient fluid Tf. 
In this case the error is due to the so called "fin effect" i.e., conduction 
to the ambient. In nondimensional form: 

JVi(l - N2) 

T(t) - Ts 

1 I — i 
l + ATj \ 

-2JV3 -f. . 

l+Nt 

-2N3] 

1 S eN^ + e-N^ + N2(e
N^-e-N^-2^—^e-N= 

1 + N i 

1 + i V i ' 
,-N3 

where 

Fig. 3 Model of the system 
Ni=—, N2 = —, SiridN3 = mit 

mi mi 
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T(t) - Ts 1 

Tf - Ts ~ cosh N3[l + N2 + (Ni + N2) tanh N3)' 
for eN*» 1 

which is exactly the result obtained by Moffat [5]. For this case the 
error may be reduced by increasing the depth of immersion or using 
heavily insulated low thermal conductivity and small diameter sen
sors. 

(b) Linear temperature distribution in the body and surface 
temperature equal to the ambient fluid temperature. In this case the 
fin effect is absent. If ai is the temperature gradient in the body then 
in dimensionless form 

(1 - N2) (l -2N3 + — ) 
1 + Ni/ 

T(t)-TAt) 

aj(m\ + m2) \-Ni 
(eN3 + e-N3) + N2(e

N* - e~N*) - 2 —e~N^ 

+ e-N3^. 

1 + Ni 

; for eNs » 1 
, , T N2 NtN2 I 

cosh N3 1 + r — | r + 7 - 7 - r f t a n h Nz\ 
L 1 + Ni I + N2 J 

(c) If the depth of immersion of the thermocouple in the solid body 
is sufficiently large, i.e., m.\i » 1. Then the fin effect becomes negli
gible. 

Bms-D «-2(i + l ) ( l + 2) 
f - ; + L ; cii+2(

l 

For this case the error cannot always be decreased by increasing the 
depth of immersion. A choice of a heavily insulated low thermal 
conductivity and small diameter sensor will reduce the error. 

(d) Linear temperature variation in the solid as well as the fluid 
in the vicinity of the solid. The fluid away from the body is at a tem
perature Tf. (This would be an approximation to study the effect of 
the thermal boundary layer in the fluid near the body.) Thus we 
have, 

Ts (x) = Ta + a ix, 0<x<(, (in the solid body) 

Ts(x) = Ta + bx, —d<x<0, (in the boundary layer) 

Tf(x) = Tf x <-d 

For this case the analysis was carried out by dividing the fin into three 
regions and matching the solutions as in the previous case. The ex
pression for error is given as 

e = T(C) - T„(e) = cJemie - e-">if + 2 — — — e ~ m A 
\ m,\ + m2 I 

+ (ai-b + b - ) 
mi + m2 

where 
ci = 

~-[{ai-b) + b-e!mJ _Jll-N*-* 
mi + m2 

i2d "1 

omzd J mi + m2 

(eN3 + e~Ns) + N2(e
Ns - e ' ^ 3 ) - 2 

•N2 

1 + Ni 
-N3 

R e s u l t s and D i s c u s s i o n 
The error in the temperature measurement due to conduction along 

the sensor leads is given by equation (13). The analysis takes into 
account the heat conduction from the sensing element to the external 
environment as well as the effect of the temperature gradient in the 
body along the sensor. The previous investigators have considered 
only the former source in analyzing the error. 

The expression for the error depends upon the parameters mi, m% 
m% (, Tf, and Ts the temperature distribution in the solid along the 
embedded length of the sensor. Of these parameters m b m% m$ de
pend upon the sensor properties, the contact between the sensing 
element and the body, and the installation. The method for calcula
tion of these was discussed earlier. The depth of immersion t may be 

RADIALLY INSERTED 
—THERMOCOUPLES 

AXIALLY INSERTED 

^ ^ ^ ^ ^ < ^ ^ 

TEMP 

5.7 Cm. DlA. 

K» -5 Cm. H 
Fig. 4 Schematic diagram of the test section indicating the location of the 
thermocouples (numbers near the junctions of the axlally located thermo
couples represent station numbers) 

dictated by the nature of the experiment i.e., the positions where the 
temperatures are to be measured. Tf is the surrounding temperature 
which may be fixed. The calculation of error also requires an a priori 
knowledge of Ts, the temperature distribution in the body along the 
sensor which is the aim of the measurement and generally not known. 
For estimating the error, the measured temperature distribution, 
which has not been corrected for error, can be used as a first approx
imation for the temperature distribution in the body. From this the 
errors can be calculated and the measured values can be corrected. 
The corrected temperature distribution can be used to obtain a better 
approximation for the error. If the inherent error of the thermocouple 
is greater than the correction obtained from equation (13) then the 
correction is not necessary. 

At first glance equations (11), (12), and (13) appear to be quite in
volved. But once the parameters mi, m% m3 have been calculated one 
finds that for most cases emi{ » 1 (also e~mit « 1); thus, the ex
pressions will be greatly simplified. 

A problem of this nature was encountered in the measurement of 
the two dimensional temperature distribution in porous media with 
fluid flow [9]. The porous specimens were cylindrical having radial 
as well as axial temperature variations. Both the radial and the axial 
temperature variations were nonlinear and varied with the fluid flow 
rate. Thus, the location of the thermocouples along isothermal paths 
was not feasible. The thermocouples were radially located and the 
result of the present analysis was used to correct the measured tem
peratures. The corrected values produced a better agreement between 
the experimental and the theoretical temperature profiles. 

Compar i son w i t h E x p e r i m e n t s 
To check the validity and the applicability of the analytical model 

some experiments were performed. A 5.7-cm (2.225 in.) ID 5-cm (2 
in.) long plexiglass tube was packed with 0.0183-cm copper beads. A 
number of 30 gauge (AW30) enamel insulated copper-constantan 
thermocouples were inserted in the bed at various axial and radial 
locations. As shown schematically in Fig. 4 some of the thermocouples 
were inserted radially through the tube wall and the remaining were 
inserted axially. A one-dimensional (axial) temperature distribution 
was maintained in the packed bed. Thus, the thermocouples located 
axially had a temperature gradient along them whereas the thermo
couples that were inserted radially were along isothermal paths. The 
depth of immersion of the radially inserted thermocouples was at least 
1.9 cm (% in.) such that the effect of conduction along the leads was 
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AXIAL DISTANCE (CMJ 
Fig. 5 Some representative axial temperature distributions in the cylindrical 
porous specimen 5 cm (2 in.) long and 5.7 cm (2.25 in.) dla 

negligible. Linear as well as nonlinear axial temperature gradients 
were established in the packed bed and the output of all the ther
mocouples were measured in steady state using a digital temperature 
recorder. Some representative temperature profiles are shown in Fig. 
5. The difference between the radially and axially inserted thermo
couples along the same cross section indicates the error due to the 
temperature gradient along the thermocouple length. 

Fig. 6 shows a comparison of the measured error and that obtained 
from the analytical model. The figure shows the error at various 
locations (station (1) to station (6) as shown in Fig. 4). The symbols 
used i.e., circles, triangles, squares, etc., correspond to the temperature 
distributions in the specimen shown in Fig. 5. For the cases where the 
temperature gradient was nonlinear a third order polynomial was used 
in equation (4). The results indicate that the model is satisfactory. 
The corrected values are within ±1.5 percent of the true temperature 
while the maximum error due to conduction is ±5.5 percent. Deviation 
between the analytical results and the measured values may be due 
to two reasons. First the analysis is approximate and second the 
measured values themselves may be in error due to uncertainties in 
the location of the thermocouples and error in their output. An esti
mate of this error is up to ±1.5°C. It can be seen that the deviations 
are within this range. 

Conclusion 
This paper presents an analysis for estimating the error in the 

measurement of temperature of a solid body or a porous material due 
to conduction along the sensor leads. It considers the effect of an ar
bitrary temperature gradient along the embedded length of the sensor 
and also the conduction to the external surroundings. The analytical 

MEASURED ERROR °C 

Fig. 6 Comparison of measured error with those calculated from the model 
(equation (13)) (the symbols correspond to the temperature distributions in 
Fig. 5 and the numbers indicate the location of the thermocouples as shown 
in Fig. 4 

results are compared with some experimental measurements. The 
agreement between the measured and the calculated error is rea
sonably good. 

It is recommended that whenever possible the probes be located 
along isothermal paths. But if the situation does not permit this then 
the results of the present analysis can be used to satisfactorily correct 
the measured data. 
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On the Prediction of Heat Transfer 
Across Turbulent Liquid Films 
The film hydrodynamics determined by Dukler and coworkers, together with standard 
heit transfer considerations, provide a coherent description of heat transfer across turbu
lent liquid films. Predictions are found to be in agreement with overall heat transfer mea
surements for nonsheared (falling) films. Qualitative features are deduced for heat trans
fer across sheared films. 

Introduction 

More than a decade ago, Wilke [1] measured and correlated heat 
transfer coefficients for falling, turbulent, liquid films (without va
porization). He determined a Reynolds number dependence to the 
0.4 power. The same trend was recently established by Chun and 
Seban [2] for evaporating (by wall heating) falling, turbulent, liquid 
films. The latter investigators found Dukler's model [3] inadequate 
for predicting their data. Specifically, a discrepancy by a factor of two 
in the Reynolds number dependence was noted, with Dukler's pre
diction giving the lower value. Further, Chun and Seban made the 
important observation that "no conventional friction factor rela
tionship" would produce the experimental trend. While the usual 
relation, f/2 <x Re -0-25, gives the correct behavior for the "mean" film 
thickness, its substitution into the Colburn analogy gives a Reynolds 
number dependence which is also low by a factor of two. 

A couple of approaches have been taken to rectify this situation. 
Both have been based on the empirical eddy diffusivity concept, but 
they have sought to modify the profile, away from the solid wall, in 
order to reproduce the experimental trends. Limberg [4] was guided 
by the data of Wilke, and he found it necessary to reduce the van 
Driest profile by the factor of exp\~1.66y/5} and to maintain the 
profile uniform beyond a distance 0.65 from the wall. Mills and Chung 

' [5], who examined the data of Chun and Seban, also chose the van 
Driest profile for the wall region. However, based on Levich's eddy-
damping concept, they imposed a heat transfer resistance in the vi
cinity of the gas-liquid interface. For this, they chose the eddy dif
fusivity determined by Lamourelle and Sandall [6] from gas absorp
tion experiments in falling films. The complete eddy diffusivity profile 
was then obtained by extending one profile from the wall and the 
other from the gas-liquid interface until they intersected. 

Both approaches produced the correct Reynolds number exponent 
with these quite different choices of diffusivity distributions. Certain 

1 Also with the School of Nuclear Engineering. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 23,1976. Paper No. 76-HT-EEE. 

differences must arise between the corresponding physical mecha
nisms that presumably dictate these distributions. There is a distant 
"similarity," however, in that both stipulate "some form of damping" 
within "some distance from the free interface." 

Different interpretations also exist for the case of sheared liquid 
films. Ueda, et al. [7] recently measured heat transfer coefficients for 
the film condensation of steam in vertical tubes, where interfacial 
shear was provided by cocurrent, high-velocity steam flow. They at
tempted to predict their data using the analysis of Rohsenow, et al. 
[8], in which the eddy diffusivity profile was determined from the 
universal velocity profile and extended all the way to the free inter
face. They obtained a reasonable order-of-magnitude agreement, but 
predicted heat transfer coefficients were somewhat greater than 
measured ones, especially at lower liquid Reynolds numbers. In at
tempting to refine their predictions, they used a two-layer eddy dif
fusivity model to back-calculate the laminar sublayer thickness from 
their heat transfer data and concluded that the turbulence level in 
the near-wall region was lower than that corresponding to single-
phase, full-tube flow. 

The purpose of the present paper is to offer an alternative point of 
view as a means for rationalizing this interesting behavior. Both 
nonsheared (falling) and sheared films will be considered. 

Analysis 
The approach here is similar to that recently utilized to model mass 

transfer (gas absorption) in turbulent falling films [9]. It is based on 
the recent experimental information on the physical structure of 
turbulent films. The heat transfer considerations which complete the 
model are quite standard. 

The classical work of Brauer [10] and the more recent work of Telles 
and Dukler [11,12], among others, have shown that the film structure 
consists essentially of two portions: a base-film portion flowing next 
to the wall and turbulent waves. The latter carry a significant fraction 
of the total flow and move over the base film with no change in speed 
or shape. As a wave moves at a much higher velocity than the base 
film, it continuously overtakes the fluid in the base film found in front 
of it and mixes with it as the base film loses its identity beneath the -
wave. An equivalent amount of fluid is continuously left behind and 
undergoes relaminarization to make up the laminar base film in back 
of the wave. The turbulent waves have an extremely large base-to-
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Fig. 1 Representation of thin film according to average wave analysis of 
TellesandDukler[12] 

height ratio, move independently of each other, and may better be 
envisioned as solitary segments of thicker turbulent films. Brauer was 
the first to illustrate this structure (by means of shadowgraphs), and 
he also provided the first quantitative information on the statistical 
characteristics of these waves. Telles and Dukler provided a useful 
characterization of the whole large-wave structure by means of a pe
riodic average wave idealization, as illustrated in Fig. 1. They deter ̂  
mined the parameters which characterize this structure for liquid 
Reynolds numbers up to about 6000 and for gas Reynolds numbers, 
from 0 to 57,600. Details of their analysis, which was based on repre
senting the large-wave shape by a truncated Gram-Charlier series, 

m(x) = mi + feexpR©2]h-mi(§)] V2^ 
(1) 

have been summarized in [12]. In a related study, Chu [13] also de
termined average-wave parameters, but only for nonsheared films. 

It has been traditional to assess turbulence in falling films in an 
overall fashion. For a total-film Reynolds number in the turbulent 
range (Re £; 1000), however, the dual structure discussed in the 
foregoing makes it possible to have a laminar base film and turbulent 
waves. In particular, this is the case for nonsheared films up to a 

total-film Reynolds number of at least 6000. For flow at very large 
total-film Reynolds numbers, it appears possible that both waves and 
base film can be in turbulent motion. In the absence of direct infor
mation on this subject, we have taken the transition point at a local 
(base-film or wave) Reynolds number of 2000. The baae-fi'.m and wave 
Reynolds numbers may be easily calculated from a knov, ledge of the 
overall flow rate and the film-structure parameters (as specified by 
equations (A.7) and (A.8), and equation (9), respectively). 

For the base film, when laminar, the heat transfer is ;termined 
by steady-state conduction, q = k(AT/mi), giving 

hc = 
mL 

(2) 

For the turbulent waves (or base film when applicable), heat transfer 
is controlled by the wall region. Any eddy-diffusivity profile accurate 
in the near-wall region will be adequate. So will an analogy between 
heat and momentum transfer for the high Reynolds-number range. 
Here the van Driest profile 

— = - [1 + 0.64v+2 [1 - exp(-y+/26)]2p/2 - -
v 2 2 

(3) 

was chosen and extended all the way up to the free interface. The heat 
flux, which is approximately uniform across the wave, is given by 

q = pCp(a + m) 
dT 

dy 
• hc AT (4) 

Integration of this equation over the wave thickness, H = mi + hw, 
or the base film thickness, mi, when applicable, gives the expression 
for the heat transfer coefficient 

h. 
pCp 

Jo 
dy 

where 

F(H+) : X' dy + 

1 UMI") 

Pr Pr ( 

pCpVjf. 

F(H+) 

and H+ 

(5) 

HV* 

The turbulent Prandtl number, Pr^, was taken to be 0.9, in accordance 
with recent boundary-layer practice. For a given H+ and T; the shear 
velocity, V*, is found from 

V, <*--V*-gvH+--
P 

0 (6) 

Figs. 2 and 3 show results calculated from equation (5) for water. 
These figures will be used in predicting heat-transfer coefficients for 
the experiments of Chun and Seban [2] and Ueda, et al. [7]. 

The overall, fully developed, heat transfer coefficient for the film 

. N o m e n c l a t u r e ^ 

C = wave celerity 
Cp = specific heat capacity 
g = gravitational acceleration 
(h) - mean film thickness 
H = mi + hw, mean height of wave above 

wall 
H + = HV*/v 
hc = heat transfer coefficient 
hmax = height at the wave crest 
hw = mean height of wave above base film 
k = thermal conductivity 
Lw = base length of "average wave" 
m = average wave profile, equation (1) 
mo, m-i - parameters of average wave profile, 

equation (1) 

mi = base-film thickness in average wave 
representation 

Pr = Cpp,/k, Prandtl number 
Pr t = turbulent Prandtl number 
q = heat flux 
Q = volumetric flow rate per unit width of 

wall 
Re = 4Q/c, Reynolds number 
T = temperature 
V* = shear velocity, equation (6) 
X = characteristic base dimension of average 

wave, equation (1) 
x, y = cartesian coordinates, Fig. 1 

y+ = yv*A 

a = k/pCp, thermal diffusivity 
5 = mean film thickness 
en = eddy diffusivity for heat transfer 
ejw = eddy diffusivity for momentum trans

fer 
Xp = average wave separation distance 
li = molecular viscosity 
v = pip, kinematic viscosity 
p = density 

Ti = interfacial shear stress 
n* = rdg/v^'Vpg 

Subscripts 

/ = base film 
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Fig. 2 Dlmensionless heat transfer coefficient for turbulent wave with no 
interfaclal shear. Results calculated from equation (5). Pr values correspond 
to experiments of Chun and Seban [2] 

as illustrated in Fig. 1, then, is given by the following area average: 

6-0-rW+(r Lw\pCpV* 
*,'w+) (7) 

where the heat transfer coefficient for the base film, hcj, is given by 
equation (2) when the base film is laminar and by equation (5) (with 
H = mi) when the base film is turbulent. Values of Lw, the wave base 
length, were obtained from plots of equation (1). Pig. 4 shows the 
Reynolds number dependence oiLw/\p, the fractional area occupied 
by the average wave. 

The above heat transfer calculations for the wave and base film have 
neglected any transient processes. These, in principle, may be of two 
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Fig. 3 Dlmensionless heat transfer coefficient for turbulent wave (or turbulent 
base film) with interfaclal shear. Results calculated from equation (5). Pr and 
T/* values correspond to experiments of Ueda, et al. [7] 

Fig. 4 Reynolds number dependence of L„/\p, the fractional area occupied 
by the average wave 

types: one occurring as the wave front overtakes the base film, and 
the other occurring as the base film is left behind at the rear of the 
•wave. However, since the base length of the turbulent wave is large 
compared to its thickness, typically a ratio of 100, the turbulence 
structure over the major portion of the wave should be described well 
by the van Driest eddy diffusivity profile (i.e., the turbulent wave may 
be envisioned as a solitary segment of a thicker turbulent film). The 
length-to-height ratios for the base film are even greater. One would 
expect, then, that these "entrance" and "exit" transient effects would 
not be very important for the heat transfer cases considered here. For 
the case of a heated film (by constant wall temperature, for example), 
however, bulk temperatures of individual large waves and base-film 
segments will increase in the mean-flow direction. The overall heat 
transfer coefficient will then depend on the way in which local indi
vidual base-film and wave bulk temperatures are altered by the 
mixing between the base film and wave. This heat transfer case is 
somewhat analogous to that of gas absorption by films previously 
analyzed in [9], and a similar analysis could be used. 

Results 
Flow With no Interfacial Shear. Predicted overall heat transfer 

coefficients for falling films are shown in Fig. 5 for the Reynolds 
numbers (and temperature) for which Telles determined average wave 
parameters. Predictions based on Chu's average wave data are also 
shown. The Chun-Seban experimental data for these conditions (Pr 
~ 5.7) are represented by the solid line, which is described by their 
empirical relation 

<8 ' 
It may be seen that the fluid-mechanical structure of the film and its 

hc / j<2 \ i /3 
— (—) = 3.8 X 10-3 Pr°-6B Re04 (8) 
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Fig. 5 Comparison between predicted (equation (7)) and measured overall 
heat transfer coefficients for falling films—Pr = 5.7 

variation with the total-film Reynolds number can yield the experi
mentally observed sensitivity. Furthermore, a good absolute estimate 
(~15 percent, on the average, too high) of the heat transfer coefficient 
is also obtained. 

For these calculations, the variation of the turbulent-wave thickness 
over the base length was ignored, and the wave was treated as having 
a constant thickness of {IUL + hw). To check the effect of this ap
proximation, wave base widths were divided into ten equal segments, 
and local coefficients for each segment (based on the average film 
thickness over that segment) were averaged to give the overall coef
ficient for the wave. The difference between the results of the two 
methods was not significant. No data for the film-structure parame
ters are available for temperatures corresponding to the other Prandtl 
numbers considered by Chun and Seban. Heat transfer predictions 
were not carried out for these cases, due to the uncertainties involved 
in predicting the temperature dependence of the average wave pa
rameters. 

The basis of the heat transfer calculations is summarized and 
clarified in Table 1 for Telles' average wave representation. Here, wave 
Reynolds numbers were calculated from the knowledge of the base-
film thickness (from which Re/- can be calculated) and the total-film 
Reynolds number: 

Re,„ 
Re - (1 - LJ\p)Ref 

(9) 
Luj/Xp 

A check on the internal consistency of the fluid mechanical repre
sentation is provided by an independent estimate of Re„, provided 
by AHC/v (i.e., the waves move with celerity C). The agreement be
tween the Re„, and AHC/v values in Table 1 is felt to be very good. 

Flow With Interfacial Shear. The shear-flow data of Ueda, et 
al. [7] were obtained for Pr ~ 2.0, but average wave parameters are 
available for only Pr ~ 5.7. As mentioned earlier, there is no firm basis 
for predicting the average wave parameters for temperatures corre
sponding to different Prandtl numbers. However, we would expect 
that the heat transfer results for sheared films would not be as sen
sitive to the details of the flow structure, especially if both the base 
film and waves were in turbulent motion. It is, therefore, felt worth 
the effort to attempt the prediction by grossly scaling Telles' data to 
the temperature conditions of Ueda, et al. With a change in temper
ature, the pertinent film-structure parameters (Lw/\p, H, and mi) 

can be influenced only by changes in temperature-dependent fluid 
properties (density, viscosity, and surface tension). Dimensional 
analysis provides scaling relations. Details are given in Appendix 
A. 

Interfacial shear stresses were calculated from the pressure-drop 
data of Telles and used in conjunction with the corresponding average 
wave parameters to predict heat transfer coefficients for the experi
mental conditions (Pr ~ 2.0) of Ueda, et al. The predictions are 
compared with the experimental results in Fig. 6. A direct comparison 
between the predictions and the data is not possible in all cases, since 
the T,* values for Telles' experiments do not exactly correspond to 
those of Ueda, et al. However, the predictions for T,-* = 8 and 11 in Fig. 
6(a) and those for T,* = 37 and 43 in Fig. 6(6) are seen to be in rea
sonable agreement with the magnitude of the experimental data. For 
the conditions indicated in Fig. 6, calculated base-film Reynolds 
numbers were in the range 300-1800, and base-film heat transfer was 
calculated assuming laminar flow. Wave Reynolds numbers, calcu
lated from equation (9), were in the range 2200-8700, indicating 
turbulent flow for this portion of the film. The pertinent calculations 
and results are summarized in Table 2. 

D i s c u s s i o n 
Flow With no Interfacial Shear. It should be pointed out that 

Chu's average wave profiles are somewhat different from those of 
Telles. While the results of both investigators show increasing max
imum wave height, substrate thickness, and base length with in
creasing liquid Reynolds number, Chu's profiles are characterized by 
a pronounced minimum in the film thickness at the wave front. Telles' 
profiles are more symmetrical and show a negligible minimum at the 
wave front. These differences are probably due to geometry effects 
and/or different schemes for calculating the Gram-Charlier coeffi
cients for the wave profile. Chu's data were obtained in a 2 in. OD tube, 
13.7 ft from the inlet, while those of Telles were taken in a rectangular 
channel, 6 X 0.75 in., 12 and 13 ft from the inlet. In spite of these 
differences, however, Chu's experimental values of modal frequency, 
wave celerity, and mean film thickness are in good agreement with 
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Re 

1150 

2600 

3800 

4750 

5750 

Table 1 Heat transfer calculations for falling Alms using Telles' average wave 
representation [12]—Pr = 5.7 

m. ,cm 

.0231 

.0287 

.0340 

.0356 

.0356 

to. 
215 

385 

580 

650 

650 

h , ff 21 
k k J 

1/3 

.179 

.144 

.122 

.116 

.116 

WiCm An,cm 

8.99 44.2 

24.6 

22.6 

32.3 

44.2 

60.3 

53.6 

67.9 

61.0 

H.cm Rew 

.0420 4810 

.0632 4910 

.0803 8240 

.0800 8000 

.0787 7680 

w 1/3 
.447 

.529 

.582 

.581 

.558 

1/3 

.234 

.333 

.315 

.376 

.437 

C,cm/sec 

137 

171 

201 

226 

250 

4HC 

2760 

5180 

7750 

8660 

9430 

m ,̂ X , and C given 1n reference |12] 

Ref calculated from equations (A.7) and (A.8) 

L obtained from graphical examination of equation (1) 

H = / m(x) dx/L , where Integration l imi ts extend over the wave base length 

Re calculated from equation (9) 

Local and overall heat transfer coefficients calculated as described 1n "Analysis" section 

Table 2 Heat transfer calculations for sheared films using Telles' average 
wave representation [12] and analysis In Appendix A—Pr = 2.0 

Gas 
Re 

27,600 

40,600 

57,600 

BL_ 

1020 
2350 
3650 
5750 

935 
2250 
3600 
4700 

1920 
3270 
4300 
5350 

m/,cm 

.0224 

.0290 

.0254 

.0345 

.0229 

.0234 

.0279 

.0279 

.0229 

.0244 

.0250 

.0260 

H'.cm 

.0367 

.0638 

.0504 

.0683 

.0350 

.0465 

.0585 

.0542 

.0364 

.0414 
.0419 
.0447 

L > 

14.9 
9.45 
35.1 
26.5 

14.6 
15.8 
13.1 
21.3 

10.7 
14.0 
18.0 
20.1 

J^.on 

40.2 
42.7 
44.2 
45.4 

42.1 
40.5 
39.3 
38.7 

29.0 
29.7 
30.2 
30.5 

mi ,cm 

.0121 

.0157 

.0137 

.0187 

.0124 

.0126 

.0151 

.0151 

.0124 

.0132 

.0135 

.0141 

Re, 

300 
690 
680 

1580 

475 
670 

1160 
1260 

1020 
1360 
1620 
1830 

W'V 3 

.185 

.143 

.163 

.120 

.181 

.177 

.148 

.148 

.181 

.170 

.165 

.159 

S£l> 
.371 
.221 
.793 
.584 

.348 

.391 

.333 

.551 

.368 

.472 

.596 

.660 

H.cm 

.0198 

.0345 

.0272 

.0369 

.0189 

.0251 

.0316 

.0293 

.0197 

.0224 

.0227 

.0242 

K_ 
2240 
8190 
4430 
8720 

1800 
4710 
8480 
7480 

3460 
5410 
6120 
7160 

K w M2 1 / 3 

.326 

.403 

.411 

.487 

* 
.429 
.485 
.504 

.515 

.572 

.611 

.639 

K * 1/3, 
TTg ' 

.238 

.201 

.360 

.334 

* 
.276 
.260 
.344 

.304 

.360 

.431 

.476 

Primes denote values at Pr-5.7; otherwise, Pr-2.0 

m/ and Â  given In reference [12] 

L 'obtained from graphical examination of equation (1) 

H ' - m'(x) dx/L^ , where Integration Hmtts extend over the wave base length 

H, n^, and l^/K, calculated from equations ( A . l ) , (A.2), and (A.3), respectively 

Re, calculated from equations (A.7) and (A.8) 

Rew calculated from equation (9) 

local and overall heat transfer coefficients calculated as described 1n "Analysis" section 

*"Average wave" representation 1s not detai led enough for accurate calculation of h_ w for low to ta l - f i lm 
Reynolds numbers ( I . e . , where Re < 2,000}. — large-wave amplitude d is t r ibut ion information 1s required. 
See "Discussion" section. 

those of Telles. Telles based his calculation of the Gram-Charlier 
coefficients for the wave shape on the second and third central mo
ments of the film thickness, while Chu employed the autocorrelation. 
The effect of these differences in the average wave on the local heat 
transfer coefficients is small, as may be seen from Fig. 7. In addition, 
it is seen that at higher Reynolds numbers, the heat transfer coeffi
cient for the turbulent-wave portion is about five times that for the 
substrate. Also, from Fig. 7 it may be seen that the Reynolds number 
dependence for each heat transfer coefficient is small for Re S 3000. 
As the total-film Reynolds number increases, the fractional area oc
cupied by the wave (Fig. 4) increases, and the turbulent contribution 
to the overall heat transfer coefficient (second term of equation (7)) 
increases from about 40 percent of the total for Re ~ 1000 to about 
90 percent of the total for Re ~ 6000. It is this interaction between the 
variables of Figs. 4 and 7 that results in the sensitivity for the overall 
heat transfer coefficient shown in Fig. 5. The reduction of the overall 
heat transfer coefficient due to the laminar heat transfer in the base 
film provides for the kind of additional resistance that was supplied 
as an interfacial resistance in the models of Mills and Chung [5] and 
Limberg [4]. 

A more detailed picture of the thin-film structure has recently been 
provided by Chu and Dukler [13-15], who extracted the statistics of 
the base film and the large waves from a time-series analysis of the 
film thickness. Their results suggest the existence of several discrete 
large-wave sizes for Re k, 750. To assess the effect on the overall heat 
transfer prediction, calculations were carried out based on the ex
perimental large-wave amplitude histograms of Chu [13]. (Some of 
the probability densities are shown in Fig. 8 of [15].) Contributions 
from large waves of all different sizes in the flow were thus included 
in the predicted overall heat transfer coefficient. The details are 
presented in Appendix B. Predicted results are shown in Fig. 8 for the 
Reynolds numbers for which Chu provided histogram information. 
The Chun-Seban experimental data are represented by the solid line, 
which is described by equation (8) for Re S; 1000 and by their em
pirical relation 

K /</2\l/3 
— {—) = 0.606(Re/4)-°-2 
k \g/ 

(10) 

for Re ;S 1000. Agreement between predicted and measured values 
is good. 
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It is informative to compare film-structure parameters determined 
from the average wave representation with those obtained from the 
time-series analysis. Wave amplitudes determined by each method 
are in reasonable agreement. Values of base-film thickness determined 
from the average wave analyses of both Telles and Chu are somewhat 
greater than corresponding mean substrate-thickness values obtained 
from the time-series analysis. Also, modal frequencies, which char
acterize the average wave, are about one-half the mean large-wave 
frequencies reported by Chu and Dukler; and wave base-length values 
for the average wave are greater than the mean values determined 
from the time-series analysis. These apparent discrepancies, however, 
are easily resolved. In the time-series analysis, the large-wave criterion 
is based, somewhat arbitrarily, on / i m a x > (h). However, Chu [13] 
reports that time-series analyses based on a large-wave criterion of 
ftmax > 2 {h > give mean wave frequencies in reasonable agreement with 
the modal frequencies. In short, in the average wave analysis, smaller 
waves are lumped into the base film, while in the time-series analysis, 
they are considered to be part of the "large-wave" structure. For the 
present heat transfer calculations, the application of the local tran
sition criterion (base-film or wave Reynolds number of 2000) has the 
effect of equalizing both film-structure representations. For example, 
examination of wave Reynolds numbers calculated from Chu's 
large-wave histogram data indicates that for 600 < Re S 3000, some 
large waves are in turbulent flow while some are in laminar flow. For 
the purposes of heat transfer, then, these smaller large waves (Ren, 
< 2000) are relegated to the laminar portion of the film, and compa
tibility with the average wave representation is achieved. For Re fc 
3000, Re„, calculations indicate that all large waves are in turbulent 
flow. Since the turbulent heat transfer coefficient is not extremely 
sensitive to wave height (Fig. 2) over the ranges encompassed by the 
histograms, heat transfer predictions based on the average wave 
structure are reasonably accurate. For low total-film Reynolds 
numbers, where the majority (or all) of the large waves are in laminar 
flow, the average wave representation cannot be expected to give as 
accurate an estimate o"f the heat transfer, due to the greater sensitivity 
to wave-height variations (hc <* 1/H). 

Flow With Interfacial Shear. One interesting aspect of the 
calculations presented here for heat transfer across sheared films 
concerns the scaling of the film-structure parameters from Pr = 5.7, 

at which they were measured, to Pr = 2.0, at which the comparison 
is made with the data of Ueda.etal . [7]. For given Re and T,* values, 
equations (A.4) and (A.5) indicate that both the base-film thickness 
and the mean height of the average wave are reduced by about 50 
percent as Pr changes from 5.7 to 2.0. In addition, calculations show 
that the individual Reynolds numbers for the base-film and wave 
portions remain constant. No direct information is available con
cerning the effect of surface tension variations on the film-structure 
parameters. However, since surface tension decreases by only 15 
percent as Pr changes from 5.7 to 2.0, its influence was neglected in 
the scaling procedure. This approximation would undoubtedly be 
more correct for sheared films than for nonsheared (falling) films. The 
calculations show that for Telles' shear-flow conditions the heat 
transfer coefficient for the turbulent-wave portion rangesfrom 2 to 
4 times greater than that for the laminar base-film portion. The tur
bulent contribution to the overall heat transfer coefficient (second 
term of equation (7)) ranges from about 45-90 percent of the total. 

The heat transfer results for this case are on a much less firm basis 
than those for the falling-film case, since speculations had to be made 
about the variation of film-structure parameters with temperature. 
This variation is undoubtedly complex, and the approach described 
in Appendix A can be expected to yield only qualitative trends. The 
important points of the analysis, however, are summarized in the next 
paragraph and follow readily from qualitative considerations. 

It is to be expected that at large total-film Reynolds numbers and 
at greater T,* values than considered here, both waves and base film 
will be in turbulent motion. (Observe the trend of Re/ with liquid- and 
gas-phase Re in Table 2.) For this case, the calculations (Fig. 3) show 
that the heat transfer coefficients for the wave and substrate will be 
essentially equal and, furthermore, independent of film thickness over 
a wide range. As a result, the overall heat transfer coefficient becomes 
insensitive to the finer features of the flow, allowing engineering es
timates to be made without recourse to the dual-film structure. For 
this reason, Ueda's heat transfer prediction based on Rohsenow's eddy 
diffusivity analysis (applied over the "mean" film thickness) gives 
good agreement with the experimental data only at higher values of 
Re and T,*. For lower values, where the base film is in laminar flow, 
the dual-film structure of the flow must be considered in calculating 
overall heat transfer rates. 

Conc lus ions 
An alternative way of describing heat transfer across turbulent films 

(with and without interfacial shear) has been presented. The proposed 
model, which couples standard heat transfer concepts with the es
sential hydrodynamic features of the film-flow structure, predicts 
overall heat transfer coefficients which are in reasonable agreement 
with both the order-of-magnitude and trend of the experimental 
data. 
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APPENDIX A 
Variation of Film-Structure Parameters With Temperature. 

On assuming that the film-structure parameters depend on the op
erating variables Q and T;, the physical properties p, p., and a, and 
gravitational acceleration, g, dimensional analysis yeilds 

Hig/v2)1'3 = *i(Re, n*, Ka) 

mLfeA2)!/3 = $ 2 ( R e , Ti*,Ka) 

LJXp = *3(Re, T;*, Ka) 

(A.l) 

(A.2) 

(A.3) 

where the $'s are unknown functions. Here a is surface tension, and 
Ka = pAg/pa3, the Kapitza number. In the present calculations, the 
dependence on Ka (i.e., surface tension) will be neglected. If the 
temperature is changed from T' (where film-structure parameters 
are assumed known) to T while Re and T,* are held constant, then 

H~H'{vh')2'3 

mL ~mL'(v/v')213 

(LJ\P) ~ (LJ\P)' 

(A.5) 

(A.6) 

where the prime denotes values at temperature T'. The film Reynolds 
number at temperature T, Re/, may be determined from the knowl
edge of THL- For large base-film Reynolds numbers (Re/ i, 2000), the 

relation resulting from the definition of eddy diffusivity, r - p(v + 
tM)dU/dy, is adequate: 

4 fmh 
Ref=~ j U(y)dy 

v Jo 

where 

U(y)-
o p(v + 

- pgy 

<=M) 
dy 

(A.7) 

(A.8) 

where TW is the shear stress at the wall. For low Re/ values, results 
calculated from equation (A.7) were also in good agreement with re
sults based on the laminar flow equation. Thus, equation (A.7) was 
applied for all values of mr, to determine Re/. Depending on the value 
of Re/, heat transfer across the base film at temperature T may be 
calculated using either the laminar or turbulent flow equations given 
in the paper. 

APPENDIX B 
Heat Transfer Calculations Based on Time-Series Analysis 

Data. Here, the heat transfer considerations discussed in the 
"Analysis" section are applied locally to each component wave in the 
large-wave amplitude histogram. On assuming, for a given Reynolds 
number, that all large waves are geometrically similar in shape (i.e., 
wave base length °= wave amplitude) and move with the same velocity, 
C, it follows that 

£ NjAj(hc,w)j 

hc = Fs-—+(l-Fs)^ 
(hs) N 

E NJAJ 

(B.l) 

where the local heat transfer coefficients for the waves are given by 

\f^c,iu)j 
Hj 

for RewJ < 2000 

(B.2) 

v F(Hj+) 

Here, the subscript j refers to the large waves in the j th amplitude 
interval. N is the total number of amplitude intervals. Nj is the 
number of large waves in the jth amplitude interval. Fs is the frac
tional time of exposure of the substrate, and (hs) is the mean sub
strate thickness (both terms defined as in [14]).. A is the amplitude 
of the large waves (Fig. 3 of [15]). Examination of Chu's [13] average 
wave shapes showed that hw = 0.92 A, a relation independent of Re 
over the entire range (200 S Re 5 6100). This result was close to that 
calculated from Telles' [11] average wave shapes, hw = 0.78A for 1100 
;S Re £ 5800. Thus, in equation (B.2), Hj was calculated as 

Hj<* (hmax)-2{A)+hu (B.3) 

(A.4) where hwj = 0.92A; (refer to Fig. 3 of [15]). From this equation, the 
expected value of the mean large-wave height is (H) ~ (hm a x) — 
1.08(A). A plot of Re„, (calculated from equation (9)) versus 4 (H) 
Ch showed that for Re„, = 2000,4 (H) Civ OL 3500. Thus, in carrying 
out the calculations indicated in equation (B.2), the transition crite
rion, iHjC/v = 3500, was employed. The calculations show that the 
overall heat transfer predictions are relatively insensitive to the choice 
of the transition-criterion value. 
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An Experimental Investigation of 
Heat Transfer Around A Tube in 
A Bank 
An experimental investigation of heat transfer and flow around the second cylinder of 
three cylinders in cross flow of air was conducted. The cylinders were situated in tandem 

.at equal distances between centers. Their in-line pitch ratio was in the range 1.3 £ eld £ 
5.0 (c = center-to-center distance; d = diameter); the Reynolds number was 40000. 

Heat transfer results indicate a strong dependence on the difference between the maxi
mum static pressure on the surface and the static pressure at the front stagnation point 
of the second cylinder. The maximum local heat transfer around the second cylinder oc
curs at the position where the free vortex layer (free shear layer) shed from the first cylin
der attaches. However, the turbulence intensity near the wall at this same position is 
lower than that at other angular positions. 

Introduction 

Although a large number of studies on heat transfer and flow have 
been devoted to a single cylinder or tube banks placed traversely in 
a stream [1, 2],1 there have been relatively few investigations of the 
detailed correlation between the flow and heat transfer around a tube 
in a horizontal bank. 

Even for a single cylinder, a clear explanation of the mechanism 
of heat transfer in its wake region has not been provided. This is 
mainly due to the basic lack of understanding of the flow structure 
in the wake region (because of the unsteady and nonpotential char
acter of the flow in it) and also due to discrepancies among the ex
perimental data reported by a number of authors. 

Van der Hegge Zijnen [3] reported that the turbulence intensity 
and the macroscale of turbulence of the mainstream have an impor
tant influence on the heat transfer for a single cylinder. It is also likely 
that the heat transfer around a tube in a bank will be influenced by 
these factors. 

Recently, Igarashi and Hirata [4] proposed a new model for pre
diction of the heat transfer in the separated flow region behind bluff 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 26,1976. Paper No. 76-HT-AAA. 

bodies. In their model, a flow component induced by the pressure 
gradient normal to the surface is assumed to exist and to be capable 
of transporting heat by convection. The centripetal force acting 
toward the center of Karman vortices formed behind the object, which 
is equivalent to the magnitude of the pressure gradient, acts as a body 
force on infinitesimal fluid elements near the heating surface. 

It is well known that the flow and heat transfer around a tube in the 
first row in a bank are similar to those around a single cylinder [2], 

Kosti6 and Oka [5] have carried out interesting investigations of 
the flow and heat transfer in the case of two aligned cylinders in cross 
flow. However, in their experiments the distributions of the velocity 
and the turbulence intensity around cylinders have not been mea
sured, so that the heat transfer mechanism or the detailed correlation 
between heat transfer and flow has not been sufficiently well orga
nized. 

The purpose of the present paper was to obtain basic data on heat 
transfer in a tube bank and to investigate the characteristics of heat 
transfer mechanism in the turbulent wake region. As a first step, the 
heat transfer and flow around the second cylinder of three cylinders 
placed at equal intervals in cross flow of air have been studied varying 
the distance between cylinders in the range of eld from 1.3 to 5.0. 

Experimental Apparatus and Procedures 
Experiments were carried out in an open circuit wind tunnel whose 

test section is a rectangle 225 mm wide and 325 mm high. Most mea
surements were made at a Reynolds number (based on d) of 40000; 
the turbulence intensity of the main flow Vu7^ /£/„ was about 0.7 
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Fig. 1 Arrangement of cylinders and coordinate system 

percent throughout the experiments. 
Three cylinders are placed at equal intervals at the center of the 

test section as shown in Fig. 1. The distributions of heat transfer, 
pressure, velocity, and turbulence intensity around the second cyl
inder (the test cylinder) were measured for various intervals. 

For heat transfer measurements, a stainless steel ribbon wound 
helically around the center section of a hard vinyl chloride tube was 
electrically heated. A length of 600 mm of the stainless steel ribbon 
(20 X 0.05 mm in cross section) provides for seven full turns. The hard 
vinyl chloride tube is 26 mm dia and 225 mm long and its inside is 
filled with a rigid urethane foam to minimize heat loss. The temper
ature distributions were measured at intervals of 10 deg around the 
test cylinder with 0.065 mm dia copper-constantan thermocouples 
which are attached to the back of the stainless steel ribbon. 

The local heat transfer coefficients were evaluated from the fol
lowing equation described by Giedt [6] 

he = \cxVI + c2d
2T/dB2 - qcond/S ~ qad/S)/(T - T„) 

where ci, C2 are constants (in this work, ci = 0.0846, C2 = 15.4), (Jcond/S 
is the loss by conduction, and qmd/S the loss by radiation. These 
corrections amount to less than 1 percent of the electric power inputs 
for all of the test conditions. 

The experiments should, for practical purposes, be conducted under 
the condition that all three cylinders are heated. Under such a con
dition, when evaluating the heat transfer coefficient around the sec
ond cylinder, it is necessary to estimate a temperature of the oncoming 
flow to the second one, but that is not easy. However, it was found that 
whether the first cylinder is heated or unheated, the experimental 
result for the heat transfer coefficient around the second one is not 
affected, as is witnessed by the following preliminary experiment: The 
wall temperature of the second cylinder and the temperature distri
bution of the free shear layer shed from the first cylinder were mea
sured under the condition that only the first cylinder was heated. The 
difference between the wall temperature of the second cylinder and 
the mean temperature of the layer was negligible, independent of the 
distance between cylinders in the whole range discussed in the present 

200 

180 

£ 160 
c HO 

120 

100 

80 

60 

| - •, r~ i •• , | , i , , 

• 

present work 

cSs^ 

1 ' 1 ' I- ' 

-

Richardson 

• 

i .i i , i , 

5X10' 

Red 

Fig. 2 Correlation of Num with Reynolds number for single cylinder 

work. If such a mean temperature of the layer is chosen as the tem
perature of the oncoming flow to the second cylinder, the experimental 
result for the heat transfer coefficient around the second one is almost 
identical with that obtained under the following conditions: the first 
cylinder is unheated; the main flow temperature is chosen as that in 
the upstream region of the first cylinder. 

Therefore, in the present work, the first and the third cylinder are 
unheated, and a main flow temperature Ta is chosen as that in the 
upstream region of the first cylinder, in order to avoid the complexity 
due to the superposition of the temperature field and the flow 
field. 

For the measurements of the wall static pressure, another tube 26 
mm in diameter was provided, which has a pressure tap 0.5 mm in 
diameter on the surface and is devised to be rotated on its axis. 

For measuring the distributions of the velocity and turbulence in
tensity in the flow field, a constant temperature hot wire anemometer 
with a linearizer was used with a single wire of 0.005 mm dia tungsten, 
which is placed parallel to the cylinder axis, as the sensing element. 
The velocity and turbulence measurements were carried out under 
the unheated condition. 

Experimental Results and Discussion 
Heat Transfer. Before conducting the principal experiments, 

the accuracy of measurements on the main test cylinder was examined 
by measurements of the heat transfer for a single cylinder in cross 
flow. 

As shown in Fig. 2, the results of the mean Nusselt number over the 

-Nomenclature. 

c = distance between the axes of the cylin
ders, m 

ci, C2 = constants 
Cp = static pressure coefficient, (p — p») / 

Cpmax = maximum local static pressure 
coefficient 

Cpf = static pressure coefficient of the front 
stagnation point 

ACp = t ^ p m a x
 — Lypf 

Co = pressure drag coefficient, / J Cpcos# d& 
d = cylinder diameter, m 
ho - heat transfer coefficient, kW/(m2K) 
/ = electric current, A 
Nu = Nusselt number 
Num = mean Nusselt number 

Numax = maximum Nusselt number 
p = static pressure, N/m s 

Red = Reynolds number, U^d/v 
S = area of heating surface, m2 

T = temperature, K 
U„ = upstream velocity of the cylinders, 

m/s 
U = time mean velocity, m/s 
Ox = time mean velocity in the x -direction, 

m/s 

u ' 2 = r.m.s. velocity fluctuation, m/s 

= Tu = turbulence intensity 
V = electric voltage, V 
x = horizontal distance from the first cylinder 

axis, m 

y = vertical distance normal to the axis of 
cylinder, m 

S = distance normal to the cylinder surface, 
mm 

8 = angular distance from the front stagna
tion point, deg 

A = thermal conductivity, kW/(mK) 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

Subscripts 

a — attachment point 
/ = front stagnation point (6 = 0 deg) 
r = rear stagnation point (6 = 180 deg) 
<*> = main flow 
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whole cylinder surface agree with the one by Richardson [7] to within 
a few percent. In the present work, no correction for the tunnel wall 
effects was made. 

Fig. 3 shows an example (c/d = 1.8) of the variation of the Nusselt 
number with Reynolds number around the test cylinder when 

mounted in the center of three. From this figure it can be seen that 
the local Nusselt number at any angular position is approximately 
proportional to Red2 '3 except for the front stagnation part of the 
cylinder. That is, the heat transfer behaviors may be regarded as 
characteristics of a general turbulent vortex flow region. Such a trend 
is obtained in the range of 1.6 < c/d £ 3.8 and 1.2 X 104 £ Red s 4.0 
X 104; however for the smaller values of c/d scatter of the data occurs 
at the cylinder front portion. 

It is also found that the local heat transfer coefficient has a maxi
mum value around 6 = 53 deg independently of the Reynolds number. 
This is due to the effect, of the free vortex layer (free shear layer) in 
which the vortices are shed from the first cylinder. The maximum 
Nusselt number point will be defined hereafter as the point of at
tachment. This was confirmed by observing the behavior of wool tufts 
attached to the wall and by hot wire anemometer measurements (as 
will be shown later, a turbulence intensity near the wall has a mini
mum value at this point). 

Figs. 4 and 5 show, respectively, the local heat transfer and pressure 
distributions for various values of c/d at a Reynolds number of 40000. 
In the range 1.3 £ c/d s 3.8, the maximum local heat transfer coef
ficient occurs between 50 and 60 deg, while the maximum local static 
pressure coefficient occurs between 55 and 70 deg. That is, the max
imum Nusselt number Num a x on the second cylinder occurs at 5-10 
deg upstream of the angular position of the maximum static pressure 
coefficient Cpmax. The result by Kostic and Oka [5] around the second 
cylinder in the case of two cylinders (a diameter of 100 mm, a blockage 
ratio of 0.2) is included for comparison in Fig. 4. The distribution of 
Nu found by Kostic and Oka for c/d = 1.8, Red = 38300 shows lesser 
variation than the one reported here. Such a trend is clearly seen for 
other values of c/d. 

In the range of c/d a 4.0, the variation of local Nusselt number and 
of static pressure coefficient are quite different from those in the 
preceding range. As the main flow is rolled up near the front part of 
the second cylinder, both distributions become similar to that of a 
single cylinder. However, the local Nusselt number at any angular 
position is larger than that for the single cylinder because of the effect 
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Fig. 6(a) Distribution of velocity and turbulence intensity over the test field 
for c/d = 1.8, Red = 40000 
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Fig. 6(6) Variation of velocity and turbulence intensity with angular position 
0 in the second cylinder for c/d = 1.8, Red = 40000 

of turbulence generated by the first cylinder (which will be shown in 
Pig. 8), as has been suggested by Kostic and Oka [5]. 

Velocity and Turbulence Intensity. In general, various dif
ficulties are encountered in any method fojrthe measurement of ve
locity and turbulence intensity in a wake region with low velocity and 
high turbulence intensity. In spite of the problems of measurement 
in such flow fields, the hot wire anemometer is possibly the most ad
equate and useful one in order to examine qualitatively the relation 
between the heat transfer and the flow. The turbulence intensity were 

calculated from the mean and r.m.s. voltage readings from the hot wire 
anemometer with a linearizer. No corrections were made for flow di
rection. 

Fig. 6(a) shows an example {c/d = 1.8, Red = 40000) of measure
ments of the time-mean velocity in the x -direction and the turbulence 
intensity over the test field. Only the upper half of the distributions 
is shown since they exhibited symmetry with respect to the horizontal 
axis. The wake width from the first cylinder increases downstream 
and develops over the second cylinder. Moreover, in the field between 
the first and second cylinders, the velocity gradient in the free shear 
layer (free vortex layer) perpendicular to the main flow decreases in 
the downstream direction as in the case of a free jet. 

Regarding the turbulence intensity, it was found that it has a re
markably high value behind the first cylinder (the maximum is about 
25 percent), and then decreases slightly near the attached region of 
the second cylinder, and again increases in the downstream direction, 
being influenced by the presence of the second cylinder itself. The 
same trend is also seen around the third cylinder. 

It has been demonstrated by Spalding [8] and Mori and Daikoku 
[9] that in the turbulent separated flow field an increase of heat 
transfer at the attachment point is due to the effect of the turbulence 
which is generated in the remote high shear region of a separated flow 
and conveyed to the vicinity of the wall. 

The variations of local mean velocity and turbulence intensity (at 
radial positions of 0.5,1.0 and 2.0 mm from the surface) with angular 
position 6 in the second cylinder (c/d = 1.8, Red = 40000) are shown 
in Fig. 6 (b). From this figure, in the range between the stagnation 
point and attachment point 0/ and 0a, the following can be observed: 
as 8 is approached 0a, both the velocity and the turbulence intensity 
decrease with decreasing 6 (distance normal to the cylinder surface). 
As has already been shown in Fig. 3, the maximum heat transfer oc
curs at this position. Similar trends are also observed for any spacing 
c/d in the range from 1.3 to 3.8. 

Such results might suggest that the heat transfer at the point of 
attachment in a flow field such as is studied herein is not governed 
by the wall turbulence alone. Furthermore, the behavior of velocity 
distribution around 8a also shows that a part of the kinetic energy of 
the free shear layer from the first cylinder is converted into a pressure 
rise. Both the velocity between 15 and 40 deg and the turbulence in
tensity between 0 and 40 deg increase with decreasing S, contrary to 
these behavior around 8a. From the foregoing, the existence of a large 
scale vortex can be postulated in this region between 8f and 8a. Such 
a vortex will be, at first, entrained by the vortex layer from the first 
cylinder, then impinge itself on the point of attachment (the behavior 
of such a vortex may be the most important factor influencing the heat 
transfer, as will be shown later), and then grow in size as it is conveyed 
along the wall toward the front stagnation point. Such behavior of the 
vortex was confirmed also with flow visualization experiments con
ducted in a water tunnel with floated aluminum powders. 

In the region between 6a and 6r, the velocity has a maximum value 
around the angular position 8 - 100 deg where it is further influenced 
by the main flow. The intensity of turbulence retained by the shear 
layer from the first cylinder is strengthened by the presence of the 
second cylinder itself and has a maximum value at about 120 deg, 
especially nearer the wall. Upon referring to the distributions of the 
local heat transfer or the static pressure coefficient, it may be inferred 
that the turbulent boundary layer separation occurs around this po
sition (8 = 120 deg)—while Kostic and Oka [5] have proposed the 
existence of laminar boundary layer downstream of the reattachment 
point on the second cylinder, it seems, in the light of the present high 
turbulence intensity in that region, unjustifiable to accept their 
proposal/After the separation, the fluid particles merge into the outer 
layer near the main flow. Some of them entrained with the layer will 
reattach to the third cylinder and then flow toward the rear of the 
second cylinder. 

Fig. 7 presents the variations of heat transfer, pressure difference 
(as defined in the Nomenclature) and form drag, all as a function of 
the spacing c/d. It can be seen that in the range 1.3 £ c/d s 3.8, the 
pressure coefficient difference ACP, the local Nusselt numbers Nu/ 
at 8 = 0 deg, and Nuiso at 8 = 150 deg, and the mean Nusselt number 
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Fig. 7 Variation of Numa„ Num, Nu,, Nu150, ACp and CD with c/d 

Num, jointly show a maximum at 1.6, then fall to a minimum at 2.0 
and then rise to another maximum at 2.4. It is of interest that in the 
range 1.6 £ c/d £ 3.8, the variation of ACP (in spite of the complexity 
of its variation due to the mutual interference of cylinders) is very 
similar to that of Num , Nu/, Nuiso and Numax- The variation of the 
turbulence intensity Tu with c/d at 8a and Bf is presented in Fig. 
8. 

By comparison of Nu and Tu versus c/d, it is seen that they do not 
agree with each other at Ba and at 8f. From the foregoing, it is difficult 
to say that there is a close correlation between heat transfer and 
turbulence intensity near the wall in such the flow field treated in the 
present study. 

On the other hand, it appears that the pressure difference does 
correlate with the heat transfer in this field. If it is assumed that ACP 

(the difference between Cpmax and Cpf, where CPf can be regarded as 
the back pressure in a separated region between the first and the 
second cylinder) represents the strength of a vortex in the vortex layer 
from the first cylinder, it may be considered that the heat transfer (not 
only the overall heat transfer, but also the local heat transfer) around 
the second cylinder is strongly influenced by the strength of such a 
vortex. For instance, the fact that ACP together with Nu/-, NU150, and 
Num has a maximum value at c/d = 1.6 might suggest the most in
tensive and the best defined vortex is formed behind the first cylinder 
at this spacing. 

In the range 1.3 £ c/d < 1.6, only Num a x increases with decreasing 
c/d. This may be due to the action of the more violent small eddies 
in the vortex layer from the first cylinder. However, as shown in Fig. 
4, Nils in the front part of the cylinder (B < 40 deg) decreases with 
decreasing c/d, because of the fact that a narrow space prevents the 
eddies growing in size and flowing towards the front stagnation point. 

In the range of c/d a 4.0, the following also can be seen in Fig. 7. 
Numax and Nu/ begin to agree with each other because the front part 
of the second cylinder, as well as that of single cylinder, is more ex-

030-
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c/d 
1-0 2-0 3.0 

Fig. 8 Variation of turbulence intensity with c/d for Red = 40000 

posed to the main flow. Num abruptly changes at the distance of c/d 
= 4.0, and thereafter increases steadily with increasing c/d in the range 
4.0 £ c/d £ 5.0. ACP falls to zero at c/d = 4.0. 

The form drag coefficient Co is almost negative in the range 1.3 s 
c/d £ 3.8, and increases drastically at c/d = 4.0. However, in the range 
4.0 £ c/d £ 5.0, Co is considerably smaller than that for a single cyl
inder. 

Finally, it may be noted that, in the whole range of c/d studied 
herein, the mean Nusselt number Num is 17 to 50 percent larger than 
that for a single cylinder and has a maximum at c/d = 1.6. 

Concluding Remarks 
Heat transfer and static pressure measurements were carried out 

around the second cylinder of a horizontal row of three. Distributions 
of velocity and turbulence intensity were also measured in the flow 
field. It was found that the maximum heat transfer occurs at the po
sition of flow attachment which is located at about 50-60 deg from 
the front stagnation point (in the range 1.3 £ c/d £ 3.8), while the 
turbulence intensity near the wall at this position is lower than that 
at other angular positions. It is inferred from the test results that the 
strength of a vortex in the vortex layer from the first cylinder is the 
more important factor affecting the heat transfer in the range of 1.3 
£ c/d £ 3.8. 
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ERRATUM 

Erratum: P. Carajilescov and N. E. Todreas, "Experimental and Analytical Study of Axial Turbulent Flows in an Interior Sub
channel of a Bare Rod Bundle," published in the May 197G issue of the JOURNAL OF HEAT TRANSFER, pp. 2G2-268. 

Fig. 1, page 263: Mean Velocity Line should read Maximum Velocity Line. 

Table 1, page 263: - - (wrW) \ - - - r - - — should b e - - - ~ - r - — - (ru/o,'). 
vr LOT r dr rzd8zi urldrrdr r w U 

Equation (5), page 264: - = 0.44 + 0.66 sin — (- -0 .44) 1 should be - = 0.44 + 0.066 sin — / - -0.44 ) 1 
j> L0.38Vf> /J j> L0.38\y /J 

Equation (9), page 264: P- (^^) « 0 should read^ (^ - ^ W 
p \rdd dr I p \rd8 dr I 
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ERRATUM 

Erratum: P. Carajilescov and N. E. Todreas, "Experimental and Analytical Study of Axial Turbulent Flows in an Interior Sub
channel of a Bare Rod Bundle," published in the May 1976 issue of the JOURNAL OF HEAT TRANSFER, pp. 262-268. 

Fig. I, page 263: Mean Velocity Line should read Maximum Velocity Line. 

1 [a 1 a a2 
] 1 [ a 1 a a2 

] Table I, page 263: - - (rvr'vo') - - - r - -- should be - - - - - r - -.-, (rvr'vo'). 
vr ar r ar r2a02 vr ar r ar r2a02 

Equation (5), page 264: !. = 0.44 + 0.66 sin [2- (~ -0.44)] should be!. = 0.44 + 0.066 sin [2- (~ -0.44) ] 
:9 0.38 :9 :9 0.38 :9 

p' (avo' avr') p' (avo' avr') Equation (9), page 264: - ---- "" 0 should read - - - - "'" o. 
p rao ar p raO ar 
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Pipe Heating With Steam Tracers 
Steam tracers are widely used in industry for heating pipes transporting fluid that cannot 
be pumped beneath a certain temperature. In most industrial operations the need for 
heating does not arise during flow from heated tanks, for the residence time of the pipe 
content is normally short enough to avoid excessive cooling. However, steam tracers must 
be added to the pipe to allow warming when pumping is stopped. In this paper a mathe
matical solution for the heat transfer problem is developed giving the mean temperature 
of the pipe content and the hottest point temperature as a function of time, under nonflow 
conditions. The analysis covers the cases of pipes with one or two tracers and with or with
out heat conducting cement. The equations are cumbersome, but their evaluation for steel 
pipes with diameters spanning from 38.1 to 355.6 mm and filled with heavy oil products 
shows that in this particular case they can be greatly simplified. 

1 In troduc t ion 

Long pipes filled with hot products in oil refineries and similar 
plants are heat insulated to avoid excessive losses when liquids are 
pumped from heated tanks. When the pipe content becomes solid or 
too viscous to be pumped beneath a certain temperature, heaters must 
be considered to allow warming during intervals between pumping. 
Steam jackets, electrical tracing and steam tracing are normally used 
for this purpose, but steam tracing is by far the most commonly em
ployed. 

Steam tracers are small diameter pipes, usually some 6 mm OD 
attached and normally parallel to a main pipe to which they transmit 
heat and under a common insulation. Because of surface irregularities 
and thermal expansion the tracer cannot be assumed to be in con
tinuous contact with the main pipe. The small pipes are fed from a 
header with steam that condenses on the inner walls, the condensate 
flowing by gravity to the end of the small pipe where it is expelled 
through a steam trap. 

The technical literature on steam tracers is almost nonexistent. 
References [3, 4]1 give descriptions of practical systems and design 
hints for steam tracing pipes, valves and fittings. Reference [5] gives 
a nomograph based on data gathered over a number of weeks on ex
isting installation, and may be used to determine the number and size 
of steam tracers, the product temperature, the heat loss from a traced 
product line, the heat transfer from tracer to product, and the outside 
temperature of insulation. 

To our knowledge, no attempt has been made to analyze the heat 
transfer problem, and no information exists about the transient re
sponse of steam traced pipes. 

The purpose of this paper is to develop a model for the heat con-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 11,1975. Paper No. 76-H-T-ZZ. 

Journal of Heat Transfer 

duction problem whose mathematical solution may lead to predictions 
of the steady-state value of the mean temperature as well as its evo
lutions in time. 

A single initial temperature is assigned to the nonflowing content 
of the main pipe and four possible cases are studied: pipes with one 
or two tracers and the eventual use of heat conducting cement between 
tracers and main pipe. The ambient air and steam temperatures are 
considered constants. 

2 H e a t C o n d u c t i o n Mode l 
Fig. 1 represents a cross section of a steam tracer attached without 

cement to a main pipe, sbowing the heat flux path assumed by the 
model. All arrows in the figure, except the one labeled r which stands 
for a position vector, are meant to indicate heat flow. The model as-

INSULATION 

STEEL WALL 

Fig. 1 Model showing assumed heat flux path 
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sumes heat flowing from the condensing steam in the tracer to the 
main wall pipe through an air gap, whose dimension is out of pro
portion in the figure, and from this wall both to the outer air through 
the insulation and to the liquid content. 

If the pipe is heated by two tracers, they are assumed to be in 
locations 180 deg apart. The temperature of the pipe wall under the 
tracer and the steam temperature are considered to be the same if heat 
conducting cement sticks the tracers to the pipe wall. If the tracers 
are not stuck but held against the pipe with bands or any other suit
able means, a 1 mm mean distance between surfaces is assumed. In 
the latter case, the temperature of the pipe wall under the tracer is 
linked to the heat flux between tracer and pipe per unit length by q 
= h(T0 — Tw), where h is given by equation (1). Equation (1) describes 
the heat transfer between infinite parallel cylinders with constant 
surface temperature submerged in an infinite medium. 

The flux lines between pipe and tracer are clustered around the line 
joining the centers because their diameters are very different and thus 
it is reasonable to assume that the heat flux from the tracer enters the 
pipe at 8 = 0, if there is only one tracer, or 6 = 0 and 8 = it if two tracers 
are present. 

The radial and longitudinal gradients of tracer and pipe are ne
glected. The heat capacity of the pipe wall has been considered neg
ligible though this may be, in some cases, an oversimplification. 

3 T h e Di f f erent ia l E q u a t i o n s 
The heat conduction coefficient per unit length between pipe and 

tracer [1] is given by 

h = 2-wkJcosh-l[X + (fii + R2)d/R1R2] (1) 

Let Tw(8, t) denote the pipe wall temperature. A heat balance in 
a wall element, per unit length of pipe, gives 

(kse/R)d2TJd82 = RH(TW - T0) + Rkc(dTldr%,=R. (2) 

where H = fe,-/JR1 Ln (1 + A/RJ [2]. 
In equation (2) the left side represents the balance in a wall element 

of the heat flowing circumferentially. The first term on the right is 
the heat loss to ambient through the insulation and the second the 
heat flowing to the pipe content. 

A boundary condition for equation (2) is 

(kse/R)dTJdO = - (h/2)(Tu -Tw) at 8 = 0 

where -(h/2)(T„ — Tm) represents the heat flowing from the tracer 
to the left side pipe wall. By symmetry reasons another boundary 
condition is 

dTw/d8 = 0 at 8 = 7r if there is only one tracer 

dTw/d8 = 0 at 8 = TT/2 if two tracers are present. 

The heat equation for the pipe content is 

' 1 dT . d2T 1 d2T\ 
(3) pC(dT dt) = kc ( + - + — 

\r' dr' dr'2 r'2 882, 

A boundary condition for this equation is 

T = Tw at r' = R 

The preceding equation being dependent on temperature differ
ences only, the initial temperature T; can be taken as zero level, and 
a last boundary condition is then 

T = 0 at t = 0 

Written in dimensionless terms, equations (2) and (3) and the 
boundary conditions are 

d2TJd82 - w2Tw = -co2T0 + v(dT/dr)r=1 

I dT ldT d2T 1 d2T 
+ — r + —-

(4) 

(5) 

(6) 

(7) 

(8) 

with 

K at r dr dr2 r2 d$2 

T = 0 at t = 0 

T=TW at r = 1 

B(dTJd8)= -(T„-TJ at B = v or 8 = x/2 

K = kJpCR2, cc2 = HR2/kse 

v = kcR/kse, B = 2kse/hR 

The constants u2, v, and B are dimensionless. Constant K has t~l 

dimensions. 
Using boundary conditions (8) and (9), an integration of equation 

(5) between 0 and -K gives 

( ^ L — » • r [•*••• a.J dB 

(5a) 
If two tracers are present, (5a) keeps its form unaltered but IT must 

be replaced by ir/2. 

4 S o l u t i o n of t h e D i f f e r e n t i a l S y s t e m 
A solution in the form of separate variable function products is 

sought. 
We take the time Laplace transforms of equations (4)-(9). In order 

to avoid burdening the nomenclature the same letters are used for the 
functions and their transforms, the latter being indicated by an ov-
erbar. 

- N o m e n c l a t u r e * 

a„ = coefficient in the Fourier expansion 
of the temperature 

B = 2kse/hR 
C = heat capacity of the pipe content 
d = mean distance between pipe and tracer 

surfaces 
e = wall thickness 
H = heat conduction coefficient between pipe 

and ambient air through insulation, per 
unit area of pipe outer surface 

h = heat conduction coefficient between pipe 
and tracer per unit length of pipe 

/„ = modified Bessel function of order n 
Jn = Bessel function of order n 
K =kJpCR2 

ka = heat conductivity of air 
ks = heat conductivity of steel wall 
k( = heat conductivity of insulation 
kc - heat conductivity of pipe content 
n = natural integer 
q = heat flux per unit length between tracer 

and pipe 
R = pipe inner radius 
-ffi = pipe outer radius 
Ri = tracer outer radius 
r' = radial coordinate 
r = r'/R 
s = Laplace transform parameter 
T = pipe content temperature 
To = ambient air temperature 
Ti = initial temperature 

Tw — wall temperature 
Tm = pipe content mean temperature 
T„ = steam temperature 
Tc = wall temperature under the tracer 
t = time 
a = x^/K 
A = insulation thickness 
p = specific mass of pipe content 
v = kcR/kse 
8 = angular coordinate 
«>2 = HR2/kse 

Superscr ipts 
T = transformed variable 
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sT ldT d2T 1 d2T 

K r dr drz r2 662 

a2Tjde2 - w2Tw = -u2Ta/s + v(af/ar)r=1 (n) 
T = fw at r = 1 (12) 

B(dTjd6) = -(Tu/s-Tw) at 0 = 0 (13) 

df^/dfl = 0 at 9 = x or 9 = TT/2 (14) 

A solution of (10) that fits the boundary conditions is 

T= E In(ar)an cos nS (15) 

with a2 = s/K, for the pipe with only one tracer, or 

T~ E hn(ar)a.2n cos2nB 

if two tracers are present. 
Coefficients a„ and 02n are functions of a, to be determined. And 

In(ar) is the modified Bessel function of order n, solution of the 
modified Bessel equation 

-,2 1 dlnlar) , d*In(ar) r , J n 2 ] 

or d(«r) d(ar ) 2 

In(ar) may be expanded as 

/»(«•) = E 
(or/2)" 

k=ok\(n + k)\ 

The solution (15) satisfies equation (10) identically. Introducing 
equation (15) in equation (11), with boundary conditions (12)-(14), 
a solution for equation (11) is found to be 

* , f £ "In'Man , T„ - To] TO 
Tw = A\ E — + cosh &)(ir -6) + — 

Ln=0 tti + M S J S 
° val„'(a)an cos nfl 

^ 2 i 9 \l>) 

n=0 01 + n' 

with 

1/A = cosh coir + Bwsenhcoir. 

Coefficients a are computed by equating (17) and (15) under con
dition (12), and equating coefficients of cosinus functions. The solu
tion (15) takes then the form 

In(ar) cos n9 2[TUF - u2TMa)] 

" s[I0(a) + F(2L + TTB)] n^i (co2 + n2)In(a) + v<xln'{a) 

Tu + co2T0(2L + TTS) T Tu + a>2r0(2L + TB) 1 
+ "~; Jolt"-) (18) 

Ls[I0{a) + F(2L + wB)]\ 

with 

(21) 

If the tracer is fastened to the pipe with heat conducting cement 
B = 0, but tw = Tu/s at 6 = 0, and (19) changes into 

-(dfjae)e-o = -7rco2T0/s + f ' [co2f„, + vdT/dr)r=i]dO (19a) 
J o 

Equation (18), in which B = 0, satisfies equation (19a). 
The transformed mean temperature is obtained from equation (18), 

T _2I0'(a)[Tu + T0coH2L(a) + ^B)] 
m sa[I0(a) + F(a)[2L(a) + itB}} 

and so is the temperature of the point under the tracer, Tw(s, 0) = Tc, 

f _ Tu[2F(a)L(a) + /„(«)] + ABTMa) 

s(/0(«) + F(a)[2L(a) + irB]} 

The primitives of the transformed temperatures are cumbersome 
equations that can be obtained by the use of the complex inversion 
theorem. They are given in the following, including in them the initial 
temperature. The argument of the Bessel functions in the following 
equations are the ap values obtained from equation (26), corre
sponding to the term order in the summation. 

r - r i Tu ~ T0 
1 m ~ * 0 "• 7. ^ 

co2(2L(0) + *•£) + 1 

4 £. [aflJoJi(Ttt - T0) - vapJSJTu - T,)] e-*"p2 ' 

v p=i ap
2[2(co2J0 - vapJ{i2a(ap) - ap{J0

2 + Ji2)] 

„, ^ (2co2Z,(0) + 1)(T„ - Tp) 2,rB -co2(2L(0) + TB) + 1 v p = i 

[ W D - o«pJi)(r„ - T.) - 6o2Jo(To - Ti)](a,2J0 - y « p J x ) e -*"p 2 ' 

with 

and 

2(co2J0 - rapJ1)
2cr(«p) - « p ( J o 2 + Jl2) 

L(0) = E (co2 + n2 + vn/2)'1 

(23) 

(24) 

ff(«p) = E 
M2)Jn(Jn+l + Jn-l) ~ *p(Jn2 + («/„-! ~ «/„+l)2/4) 

„=x [(co2 + n2)Jn + „ap(Jn-i - J„+i)/2]2 

(25) 

F= o)2I0(a) + val0'(a) 

(w2J0 ~ vaJi) (2 E - + TB) 
\ n% (co2 + n 2)J„ + (J„_i - J „ + i ) W 2 / 

+ Jo = 0 (26) 

Equations (22)-(26) apply to all the cases considered. If the tracers 
are fastened with heat conducting cement, B = 0. If two tracers are 
present, the summations over n must include the even terms only and 
ir must be replaced by ir/2. 

and 

L= ~___JnW 
„- i (a,2+ n 2 ) / n (a) + * < * / „ » 

The solution for the two tracers heated pipe is formally the same, 
but the summations in (18) and L must include the even terms only 
and 7r must be replaced by T / 2 . 

The solution (18) is a Fourier expansion and thus it cannot satisfy 
condition (13). The derivative in equation (13) is discontinuous at 8 
= 0 and the value obtained for this derivative from equation (18) tends 
to zero, its mean value, at this point. Nevertheless, equation (18) is 
a solution of the transformed alternative system. 

sT 

K r dr 

IT CO 

ldT d^T 1 d2T 

dr2 r2 ae2 

iTjs - TW\ 7rco2r0 1 pr 
\ B )e-o s Jo L .*.•.© J-

T=TW at r = 1 (19) 

5 A p p l i c a t i o n s and S impl i f i ca t ions 
To evaluate the terms in the summation in equations (22)-(23), a 

computer program was run for pipes with diameters spanning from 
38.1 to 355.6 mm, <f> 12.7 mm tracers, heavy oil content and 25.4 mm 
insulation for diameters less than 101.6 and 3.81 mm for diameters 
greater than 152.4 mm. 

It was found that in equations (22) and (23) the coefficient of the 
first exponential, even in the less favorable case, was greater than 94 
percent of the value of the whole series for t = 0. For all other value 
of t, the weight of the first term is obviously greater. A good approx
imation of the summation can then be obtained by replacing it by the 
first exponential multiplied' by the summation of the coefficients, 
which has a simpler expression than the first coefficient. 

With this simplification Tm and Tc can be made to depend on a 
single exponential. In nondimensional form they read 
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Fig. 2 Heating from ambient temperature with 147°C steam (50 psi) <j> 8 In. 
Sch 20, A = 38.1 mm, <j> 12.7 tracers: A = content mean temperature with 
two tracers, with cement; B = content mean temperature wHh one tracer, with 
cement; C = temperature of the wall under the tracers with two tracers, no 
cement; D = content mean temperature with two tracers, no cement; E = 
temperature of the wall under the tracer with one tracer, no cement; F = 
content mean temperature with 1 tracer, no cement 

150 

140 

no 

80 

70 

GO 

SO 

4 0 

30 

20 

ssg 5 5 
^ r-S 

—, 

^ 
N 

•*-. 

i N 

— 

\ 

1 

\ \ 

\ 
\ | 

A 

B 

C 

. D 

2 i 6 6 10 

TIME , h o u r s 

40 60 80 TOO 

Fig. 3 Cooling from 148.9°C with 147°C steam (50 psi) <j> 8 in. Sch 20, A 
= 38.1 mm, 0 12.7 tracers: A = content mean temperature with two tracers, 
with cement. B = content mean temperature with one tracer, with cement. 
C = content mean temperature with two tracers, no cement; D = content mean 
temperature with one tracer, no cement 

Tm+ = 1 + (T,+ - D e - W t 

and 

where 

Tc
+ = 1/G - O>2TB + (Ti+ - 1/G + l ) e - K « i 2 ( (28) 

rp rp 
r + = _ ° and 1/G = u>2(2L(0) + TTB) + 1, and «i 

LrU„ — la) 
is the first root in equation (26). In applying equation (28) B must be 
different from zero. 

If two tracers are present, the summation in L(0) must include the 
even terms only and -K must be replaced by ir/2. If there is heat con
ducting cement, B = 0 in equation (27). 

For OJ2 and v both ranging from 10~2 to 20 X 10~2, the summations 
can be replaced by 

«/„(«) 

"=1 !i 2J_ [Jn-lM-Jn+lia)! 
az + n^ + va\ I 

L 2 J 

= 0.87226 + 0.334c 

2.2090 - 0.7c 

+ 
&>2 + 1 + v(aJ0(a)/Ji(a) ~ 1) 

(29) 

and 

L(0) = E (w2 + ra2 + m / 2 ) " 1 = 1.6376 - 0.89276w2 

- (0.53982 - 0.67441OJ2)X (30) 

for one tracer, and 

E 
n=2 

Jn(«) 

(27) o>z + nl + va\ 

•• 0.22673 - 0.0202c 

2.17151 - 0.0348*. , , 
+ (31) 

o>2 + 4 + c [ — 2] 
L2 - aJo/Ji J 

and 

L(0) = E (w2 + n2 + cn/2)-1 = 0.41102 - 0.06424w2 

n = 2 

- (0.071437 - 0.02775a>2)c (32) 

for two tracers. 
With equation (30) or (32) the steady-state temperatures in equa

tions (27) and (28) can be easily computed. 
With the help of a table of Ji(a) and Jo{a) and equation (29) or (32), 

the first root of equation (26), laying between 1 and 2.5 for the pre
ceding range of co2 and v, can be computed by iteration. 

The transient part of equation (27) and (28) can then be calculated. 
It may be of interest to show the variation of the steady-state mean 

temperature as a consequence of a change in the insulation thickness. 
Equations (27) and (30) or (32) give 

dTm 

-x-
A/fli 

«9A 1 - (Tm - T0)/{TU - Tm) (1 + A/flx) Ln (1 + A/Ri) 

(33) 
As an example let's consider a 0 8 in. Sch 20 pipe, with </> 12.7 mm 

tracers, 38.2 mm insulation filled with heavy oil. The values of the 
parameters are 012 = 8.0530 10"2, v = 4.518010~2, rB = 3.1327 101 and 
K = 0.1789 (hr)-1 . 
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If there is one tracer and no cement, equation (30) gives G = 0.2701. 
With 3.4 bar steam T„ = 147.2°C and if T0 = 15.6°C the steady-state 
mean temperature is Tm = T0+ (Tv - T0)G = 51°C. 

Equation (33) gives dTJdA = 78.7 [°C/cm], which shows that the 
steady-state mean temperature is very sensitive to the insulation 
thickness. The transient term of the mean temperature needs the 
computation of a\ from equations (26) and (29). This gives a\ = 
1.692. 

Figs. 2 and 3 show the complete set of curves displaying the results 
of the analysis considering the different alternatives, applied to the 
preceding pipe. It must be remembered that in this analysis the pipe 
content is not flowing, while the steam is passing through the tracers. 
It can be seen that the use of more powerful means of heating not only 

raises the steady-state temperature but also shortens the transient 
period. 
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ERRATUM 

E r r a t u m on: H. H.-S. Chu and S. W. Churchill, "The Effect of Heater Size, Location, Aspect Ratio, and Boundary Conditions on 
Two-Dimensional, Laminar, Natural Convection in Rectangular Channels," published in the May 1976 issue of the JOURNAL 
OF HEAT TRANSFER, pp. 194-201. 

1 C. V. S. Patterson should be deleted as an author. 
2 In the Nomenclature, Gr = g(3(Th - Tc)h

3/v2 and the sub-bar under ( should be a superbar over Nu. 
3 In equation (1) the + sign ahead of Gr should be replaced by an = sign. 
4 An overbar should be added over Nu: page 195, first column, lines 9, 23, and 30; page 200, first column, lines 1 and 2. 
5 The line designations under Fig. 10 should be repeated under Figs. 13,14,15, and 16. 
6 The second line, second column, page 199 should read Fig. 14 and the first line, first column, page 200 should read Figs. 15 and 16. 
7 Fig. 3: The code for x = 0.250 and z = 0.250 should be - - - not 
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Analysis of a Stefan-Like Problem 
in a Biological Tissue Around a 
Cryosurgical Probe 
Analysis of a Stefan-like problem in the in vivo freezing of a biological tissue is present
ed in cartesian coordinates. The analysis allows the inclusion of blood perfusion, meta
bolic heat and tissue heat capacity. Solutions are obtained for the temperature distribu
tions in the frozen and unfrozen regions at different times. A constant freezing rate, in 
accordance with the optimal tissue destruction rate, is assumed. Results indicate the im
portance of the blood perfusion factor in the problem and allow the prediction of probe 
temperature and heat flux variations for optimal results in tissue destruction. 

Introduction 

Cryosurgery deals with the controlled destruction of biological 
cells due to deep freezing and thawing. Freezing of cells involves 
the removal of pure water from both the intercellular and the ex
tracellular solutions. The water freezes, as the temperature is 
dropped, into biologically inert foreign ice crystal. The rates of ice 
crystal nucleation and growth are both temperature and vapor 
pressure dependent. Evidence in the literature indicates that the 
rate of cooling at the frozen-unfrozen tissue interface is of prime 
importance in determining the percentage of surviving cells [l].1 

There is also evidence that the rate of thawing influences the de
struction rate of the cells too, with.the least number of cells surviv
ing a slow rate of thawing immediately following rapid freezing 
[1-4]. According to Farrant only a small number of cells are de
stroyed by low temperatures alone [1]. As discussed in the litera
ture [2-4], at slow cooling rates formation of ice crystals in the ex
tracellular solutions will occur first. These crystals will cause the 
shrinkage of the cell. At high cooling rates, however, the intercellu
lar water will freeze before shrinkage will have occurred. 

Two mechanisms are commonly assumed to be involved in the 
destruction of biological cells during the freezing and thawing pro
cesses. "At a slow cooling rate it is presumed that damage is 
linked to the consequences of a raised concentration of extracel-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division September 25,1975. Paper No. 76-HT-PP. 

lular solutes interacting on the shrunken cell. As damage is due 
to the uptake of extracellular solutes through a leaky membrane, 
then as the cooling rate becomes faster there will be less time for 
this {phenomenon) to take place and damage will be reduced at 
higher cooling rates" [1]. At higher cooling rates, however, damage 
is correlated with the formation of intercellular ice before shrink
age occurs thus reducing the number of surviving cells [5, 6]. 

It should be noted that each cell type was found to possess a dif
ferent survival curve, i.e., number of surviving cells versus cooling 
rate. Thus, a certain cooling rate may not cause formation of inter
cellular ice in one cell type whereas the opposite might hold for an
other cell type. An example of this phenomenon might be given by 
observing mouse embryos and red blood cells. Cooling rates larger 
than 2°C/min will cause intercellular ice to form in mouse embryos 
while only at 850°C/min will the same occur in red blood cells. 
Thus, a selective destruction of certain cell types in a tissue might 
be achieved should their particular survival curves be known. 

Cryosurgery has been applied for a number of years to the de
struction of malignant and other tissues. Cryosurgical devices 
come in various shapes and sizes as reviewed by Barron [7]. As the 
probe is introduced into the tissue and the flow of the cryofluid is 
initiated, a frozen front starts to form. A physician employing this 
technique is faced with two basic difficulties: one is the extent to 
which the frozen front has penetrated, and the second is the possi
ble percentage of destroyed cells to be expected in the tissue [1]. 

Attempts in the literature were directed at obtaining the loca
tion of the frozen front by analytical methods. In 1968, Barron 
published a paper dealing with heat transfer problems in cryosur
gery. Assuming a constant heat flux at the probe surface, he ob
tained solutions for the ice sphere radius and probe-tip tempera
ture variations [8]. Barron did not consider the effects of either 
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blood perfusion or heat generation in the tissue. Assuming a con
stant probe-tip temperature Trezek and Cooper presented in 
spherical coordinates a numerical solution which was quite time 
consuming [9]. In a subsequent paper by the same authors an ap
proximate analytical solution to the rate of growth of the frozen 
front for the same conditions was presented [10]. In this second 
work the authors assumed that the heat capacity of both the fro
zen and unfrozen regions are negligible compared to the latent 
heat of fusion. This assumption permits the determination of a 
quasi-steady temperature field. Recently, Warren and co-workers 
presented an approximate integral technique solution to this prob
lem in cartesian coordinates [11]. They assumed the temperature 
of the cryofluid to be constant with the probe surface temperature 
varying until it reaches that of the cryofluid. The temperature dis
tribution in the tissue was taken as a second-degree polynomial 
while neglecting the metabolic heat rate, and with the heat capaci
ty also neglected relative to the latent heat of fusion. 

The purpose of the present paper is to obtain an analytical solu
tion to the problem of freezing of biological tissues taking into ac
count heat capacity, blood perfusion, and metabolic heat rate so 
that a large enough cooling rate at the frozen-unfrozen tissue inter
face be produced. As noted previously, the achievement of this 
minimal cooling rate at the freezing front is of utmost importance 
where maximum destruction rate is desired. The analysis is pre
sented in cartesian coordinates for simplicity and should, thus, be 
regarded as a first approximation to the solution of the problem. 

A n a l y s i s 
Heat transfer in the living tissue is assumed to be governed by 

the bio-heat equation [12]. In the frozen region diffusion of heat is 
described by the heat equation. For both regions the physical and 
thermophysical properties are assumed homogeneous and con
stant. The entire tissue is assumed at a constant temperature prior 
to the initiation of the flow of the cryofluid in the probe. This as
sumption was shown to be valid at the deeper layers of the tissue 
[13] and might further be assumed as a good approximation for 
small volumes of the tissue. 

Difference between deep body temperature and blood stream 
temperature at steady state is assumed constant. The magnitude 
of this difference is directly proportional to the total metabolic 
rate and inversely proportional to the average blood perfusion rate 
[9]. 

As for blood perfusion and volumetric metabolic rates, two as
sumptions were tried. One was that both these quantities remain 
constant throughout the cooling period and then drop to zero when 
freezing commences. The constancy of blood perfusion rate prior 
to freezing was observed by Rothenberg [14]. He claims that due to 
the high rate of cooling applied during cryosurgery, the blood ves
sels do not have sufficient time to contract, thus, blood continues 
to flow until it freezes as a bulk. This assumption is also in accor
dance with Walder [15] and Chato [16]. The second assumption 

CONTROL 
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dx 
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Fig. 1 Schematic drawing of control volume used in the analysis 

was identical for the blood perfusion rate while the volumetric 
metabolic rate was assumed to drop linearly to zero with tissue 
temperature. This linear variation of the metabolic rate could not 
be supported by the literature and was assumed for the purpose of 
studying its influence on tissue temperature. It turned out that 
this second assumption complicated the analysis slightly but did 
not change the results significantly. Therefore, the first assump
tion is used in the analysis. 

The problem is divided into two time domains: t < to and t > to 
where to denotes the time of formation of the first ice crystals. In 
the first time interval, lowering of tissue temperature to the freez
ing level takes place. In the second, freezing of the tissue adjacent 
to the probe occurs with the advancement of the frozen front. At 
the beginning of the second time interval, temperature distribu
tion immediately preceding formation of the first ice crystals is as
sumed to be compatible with that obtained by the analysis of the 
freezing region. This could be obtained by varying the temperature 
of the probe in a certain manner which will be described later. 

The analysis of the freezing region is performed according to the 
technique of solution of the ablation problem [17]. Temperature 
distributions in the frozen region are based on solutions to the in
verse Stefan problem [18]. 

The control volume for which the analysis is performed is shown 
in Fig. 1. In this figure the location of the frozen front is indicated 

• N o m e n c l a t u r e -

A = frozen-unfrozen interface velocity 
B = imaginary temperature in equation 

(13); defined by equation (14) 
ci, = specific heat of blood 
cp = specific heat of tissue 
h = modified Peclet number, defined by 

equation (18) 
H = frozen-unfrozen interface cooling rate 
k = thermal conductivity of unfrozen tis

sue 
k/ = thermal conductivity of frozen tissue 
L = latent heat of fusion of water 
m = imaginary mass flux through the mov

ing control volume surface, defined by 
equation (7) 

qm = metabolic heat generation rate 
s = frozen-unfrozen interface location 
t = time 
to = time of formation of the first ice crys

tals 
T = temperature 
Ta = arterial systemic blood temperature 
To = initial temperature 
Tph = phase change temperature 
ibb = blood perfusion rate 
x = length 
xo = characteristic length 
x = length inside control volume, defined 

in Fig. 1 

a = thermal diffusivity 
/3 = wi,CbXo2/k, nondimensional blood per

fusion flow rate 
7 = ivbCblk 

p = density 
t = maximum initial temperature devia

tion, defined by equation (21) 
r = Fourier number, defined by equation 

(19) 
£ = x/xo, nondimensional length 

Subscripts 

/ = frozen tissue 
b = blood 
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by the dashed line at a distance s from the coordinate origin (i.e., 
probe surface). Also shown are the heat flux vector, q, and the 
imaginary mass flux, m, which is discussed in the following. 

Solution to the second time domain is obtained in stages. First a 
solution is sought for the unfrozen region adjacent to the frozen 
one, i.e., t > to and x > s. Mathematically, the problem is stated as 
follows: 

dT 

dt 

d2T 
= a —^ 

dx2 

WbCb 

P-Cp 

with the boundary conditions: 

and the initial con dition 

T(s, 

T(= 

t)* 

,t) 

(Ta~ 

= Tpb 

= T0 

T)+-
P-Cp 

T(x, t0) = T0 + (Tph - T0) exp \ - ^ x l 

where T0 is defined by [9] 

9m 

(1) 

(2) 

(3) 

(4) 

(5) T0 = Ta+-
WbCb 

The control volume surface is assumed to move with the frozen-
unfrozen tissue interface. A solution was sought so that the result
ing cooling rate at the interface be constant and predictable, which 
is the physiological requirement for controlling tissue destruction 
rate. 

The temperature profile inside the control volume is obtained 
by writing a quasi-steady heat balance and integrating twice over 
the region x = 0 to infinity. At x -* <*> an additional adiabatic con
dition is imposed to yield 

T = T0 + (Tph - To) exp [ - ^ £ (x - ») j (6) 

which satisfies conditions (2)-(4). Equation (1) is satisfied by 
equation (6) when rh is given by2 

\A + [A2 + 4ya2]l/2) • p 

and by imposing a constant velocity, A, of the freezing front 

ds 
— = A withs(to) = 0 
dt 

(7) 

(8) 

2 m is an imaginary mass flux which includes the blood perfusion into and 
the amount of tissue mass passing through the moving control volume sur
face. 
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For a constant cooling rate, aT/at(s, t) = H, the following expres
sion is obtained 

a2-H2 1 1/2 
(9) 

i 7 • aHTph - T0)2 + a • H(Tpll - To)I 

Next, the analysis is performed for the frozen region subject to 
the following equations [18] 

Hit- til 
v-2 

a/ 
at ax 

t > to and x < s 

Tf(s, t) = Tph with s = A(t-t0) 

aT, dT ds 
kf—L(s,t) = k — (s,t) + p-L — 

ax ax dt 

Solution to equations (10)-(12) is given by 

T, - Tp* + fl|l-exp [^-(«-*)] 

where 

1 

(10) 

(11) 

(12) 

(13) 

(14) r P -c p (To T ^ ) . [ A + [ A 2 + 4 7 a 2 ] i / 2 ] + p . L , ^ | 
1 2 . J p/Cp/A 

In the first time domain, t < to, an exact solution to the problem 
might be obtained by assuming a constant cooling rate at the 
probe-tissue interface, i.e., 

aT. 

at 
• (0, t)=H (15) 

The governing equation and the additional boundary condition 
are given by equations (1) and (3), respectively, and the initial con
dition is given by: 

T(x, 0) = To (16) 

Fig. 2 ( 6 ) Approximate temperature distributions at the onset of freezing 
for different cases 

Eq.(6),al f ^ O S s e c 
Eq.07),at t=39-8 sec 
Eq«7),ot (• 20 sec 

Eq(l7),at t«IO sec 

02 0 3 
DISTANCE 

0 4 05 0-6 07 

FROM PROBE SURFACE ,Cm 

Fig. 2 (a ) Approximate temperature distributions in the unfrozen tissue as Fig. 2 (c ) Exact temperature distributions in the unfrozen tissue for case 
calculated from equation (6 ) for different cases 2 and comparison with the required distribution at the onset of freezing 
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The solution is obtained by a Laplace transform and is given by 

(Ta-T0) , f / J _ \ ,_t ~ . / _ ! 
T = T0 + - • / l ( ( T " i ^ ) e x p ( " ^ ) e r f c V 2 ^ 

^ - T ) + (T + 2 v i ) e x p ( ^ ) e r f c ( 2 v ; + ^ 7 ; ) ) (17) 

where 

h = 
H-p 

(Ta-

• Cp ' ". 

-To) 

tk 

co2 

• k 

pCpXo" 

and 

{ = • 

*o 

(18) 

(19) 

(20) 

It turned out that the required initial condition at t = to, i.e., 
equation (4), could not be satisfied exactly. A maximum deviation 
of about 7 percent between the desired equation (4), and obtained 
equation (17), was obtained (see Fig. 2(c)). Thus, a slightly differ
ent approach was adopted. Accordingly, it was assumed that the 
shape of the temperature distribution in the tissue at t = to be 
identical to the one given by equation (4). This assumption dic
tates that the temperature profile at t < to and x > 0 be given by 
equations (6)-(9). However, when equation (6) is examined, it is 
observed that to should attain a very large value if the initial con
dition, equation (16), is to be satisfied. This result is due to the ex
ponential nature of equation (6). Thus, an engineering compromise 
in the form of permitting a slight deviation in the initial condition 
was required. If e denotes this maximum deviation 

.T(o,o)-r0 
Tph — To 

then to is determined by 

to = -lne 

(21) 

(22) 

For the set of physical parameters as given in Table 1, to was 
calculated at about 39 s. On the other hand, taking c = 0.005, to is 
obtained at 208 s which is considerably longer; for t0 to be equal to 
39 s the deviation is calculated at about 0.38 which is a prohibitive
ly high value. 

D i s c u s s i o n 
First, the effects of the various parameters are examined. From 

equation (9), with To replaced by equation (5), it is obtained that 
the velocity of the freezing front, A, decreases somewhat with in
creasing the volumetric metabolic rate, qm. Increasing blood perfu
sion rate, wt,, also decreases A but more sharply indicating the im
portance of this factor in energy transport in the tissue. It follows 
from equations (4), (5), (7), and (9) that the temperature gradient 
at the freezing front becomes larger when both qm and Wb increase. 
It is also evident, from equation (7), that the effect of Wb is much 
stronger than that of qm. 

Analysis of the results is performed for the numerical values and 
6 cases as given in Tables 1(a) and 1(6). In this table the corre
sponding values for To as calculated by equation (5) are also 
shown. Case 6 in which both qm and Wb vanish is included for com
pleteness and is probably applicable to situations where in vitro 
freezing occurs. In all cases to = 208 s, such that t < 0.005. 

Temperature distributions in the unfrozen region, equation (6), 
when t < to, for cases 1-3 and 6, are shown in Figs. 2(a) and 2(6). 
It is seen that deviation from the initial temperature remains small 
for relatively long times and then increases exponentially with 
time. In Fig. 2(c) the exact solution, equation (17), is plotted for 
case 2. At t = to both the exact solution and the required one, 
equation (4), are compared. The maximum deviation found for 
these two graphs is about 7 percent. 

In Fig. 3, temperature distribution in both the frozen and unfro
zen regions at t = to + 100 s are shown for all six cases. It is seen 
that the higher Wb and qm the closer the location of the frozen 
front, at x = s, to the tissue-probe interface. Also, the effects of qm 

are seen to be smaller than those of Wb- For the limiting case 6, i.e., 
Wb = qm — 0, the tissue-probe interfacial temperature is the lowest 
at about —152°C, increasing to about —107°C for case 1. 

Probe-tissue interfacial temperature and heat flux and location 
of the frozen front as functions of time are shown in Figs. 4 and 5. 
Fig. 4 gives the values for cases 1-3 and 6 whereas Fig. 5 is for cases 
2-6 excluding 3. These figures again support the previous observa
tions regarding the freezing front velocity and the probe-tissue in
terface temperature. It is observed in Fig. 5 that the effect of vary
ing qm on the temperature distribution in the tissue is very small 
and might be neglected without introducing large errors. It is also 
seen that the heat flux is larger for smaller values of ibb and qm. 
Another result is associated with a limited minimal probe temper
ature which might be due to the use of different cryofluids. When 
this limitation is considered coincidental with the desired constant 
cooling rate, it is obtained that the higher ibb and qm, the deeper 
the extent of destruction of the tissue. 

Table 1 Physical and thermophysical properties 
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Fig. 3 Temperature distributions in both the frozen and unfrozen regions 
100 s after freezing commenced for all six cases 

i » 
1 ° 
w -20 

f - 4 0 

8 -60 
t- -80 
< 
£ "l0° 
| - I 2 0 
|-140 

H - I60 

" 

, 

cose 2 
cose 4 
case 5 
case 6 

T U , 

_!_—*-« 

* -* 

TEMPERATURE - - % . / 

HEAT FLUX \ \ 

\ \ 
«&1*?**\ L • 1 1 1 1 \ I 

-

-

-

0 7 
06 
0 5 T 
04 J J , 
0 3 ai 
02 
01 

ogjfi 
aw o 

0 72 S 
H 

0 63~ 

0-54 | 
0 4 5 ui 

CO 

036 g 
a. 

0-27 6 

0-18 ^ 
u. 

0O9fcf 
X 

200 240 
TIME [tec ] 

Fig. S Probe temperature and heat flux variations and location of the fro
zen front for various metabolic heat rales 

Fig. 6 shows typical temperature distributions for case 2. For the 
assumed set of parameters and a minimum probe temperature of 
—180°C the depth of freezing is 6.4 mm reached 133 s after forma
tion of the first ice crystals. This result is also easily obtained from 
Figs. 4 and 5. 

Results of the present work were compared to those reported 
previously. It is found that Warren and co-workers obtained the 
same slowing effect of blood perfusion on the velocity of the freez
ing front [11]. When examining their cooling rates at the frozen 
front, they found a —7°C/s temperature drop for s = 0 decreasing 
to —lcC/s at a depth of 6 mm reached 120 s after initiation of 
freezing. These results were obtained for a minimum probe tem
perature of — 160°C. These cooling rates could be inside the range 
where a considerable number of cells may survive freezing, de
pending on the tissue type [1]. In the present work, with heat ca
pacity and heat generation considered, and for a constant cooling 
rate of — l°C/s, the frozen front is located at a depth of about 6.1 
mm after 120 s (see Fig. 4). Trezek and Cooper obtained similar re
sults for spherical coordinates [9]. 

Conclusions 
An analysis of a Stefan-like problem in the freezing of a biologi

cal tissue in cartesian coordinates is presented. Blood perfusion 
and metabolic heat generation rates are included in the thermal 
energy balance of the tissue. Heat capacity of the tissue is also con
sidered and the solution is obtained for a constant imposed cooling 

rate at the freezing front. 
Based on this analysis, the following conclusions are drawn: 
1 The effect of metabolic heat generation rate, gm, on the tem

perature distribution in the tissue is small and might, therefore, be 
neglected without causing significant errors in the results. On the 
other hand, blood perfusion effects are significant both in regard 
to the location of the freezing front and the temperature distribu
tion in the tissue. 

2 The occurrence of small values of blood perfusion and meta
bolic rate cause a high velocity of the freezing front with a small 
depth of the frozen region. 
Results presented in this work facilitate the estimation of required 
probe temperature and heat flux variations such that a constant 
cooling rate at the freezing front is achieved. As indicated pre
viously, the present cartesian model yields values close to those ob
tained by the spherical or cylindrical models. These results allow, 
therefore, the surgeon to employ a controlled cryoprocess for opti
mal results in tissue destruction. 
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ERRATUM 

E r r a t u m on: H . Ozoe , K. Y a m a m o t o , S . W. C h u r c h i l l , a n d H. S a y a m a , " T h r e e - D i m e n s i o n a l , N u m e r i c a l A n a l y s i s of L a m i n a r 
N a t u r a l C o n v e c t i o n in a Conf ined F l u i d H e a t e d F r o m B e l o w , " p u b l i s h e d in t h e M a y 1976 i s s u e of t h e J O U R N A L O F H E A T 
T R A N S F E R , pp . 202-207. 

1 T h e first two lines of t h e In t roduc t ion should read , " T h r e e - d i m e n s i o n a l , n u m e r i c a l analysis of n a t u r a l convect ion in a confined fluid 
h a s been r a t h e r neglec ted following the p ionee r ing" 

2 In t h e N o m e n c l a t u r e , D/Dvr shou ld be D/DT 

3 T h e first a n d t h i r d co lumns of T a b l e 1 should r ead 
2000 1.451 
2600 — 
3000 1.966 
4000 — 
6000 2.617 
8000 — 

4 In Fig. 7, t h e X a t R a X 10~ 3 = 5 shou ld be a t R a X 10~ 3 = 6. 
5 T h e cap t ion of Fig. 4 shou ld read A T = 5.0 in s t ead of 50.0, a n d t h e cap t ion of Fig. 6 shou ld r ead A T = 1.54 ins tead of 15.4. 
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ERRATUM 

Erratum on: H. Owe, K. Yamamoto, S. W. Churchill, and H. Sayama, "Three-Dimensional, Numerical Analysis of Laminar 
Natural Convection in a Confined Fluid Heated From Below," published in the May 1976 issue of the JOURNAL OF HEAT 
TRANSFER, pp. 202-207. 

I The first two lines of the Introduction should read, "Three-dimensional, numerical analysis of natural convection in a confined fluid 
has been ra ther neglected following the pioneering" 

2 In the Nomenclature, DIUv, should be UIU, 
:1 The first and third columns of Table 1 should read 

2000 1.451 
2600 
3000 U)66 
4000 
(,000 2.617 
8000 

4 In Fig. 7, the X at Ha X 10 :1 = f) should be at Ra X 10--3 = O. 
5 The caption of Fig." should read ~T = 5.0 instead of 50.0, and the caption of Fig. 6 should read .IT = 1.54 instead of 15.4. 
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Experiments on a Three-Row 
Fin and Tube Heat Exchanger 

F. E. M. Saboya1 and E. M. Sparrow1 

Introduction 
This note is a brief addendum to a previously reported experimental 

study of air-side transfer characteristics of one- and two-row plate 
fin and tube heat exchanger configurations [1, 2].2 The experiments 
were performed as mass transfer studies using the naphthalene sub
limation technique, with corresponding heat transfer results being 
obtainable via the analogy between heat and mass transfer. Quanti
tative results were given for the local and average transfer coefficients. 
Various transfer mechanisms were identified, the most remarkable 
being the vortices which develop in front of the tubes and are swept 
around the sides. 

An extension of the original research program to include configu
rations with three staggered rows of tubes has recently been carried 
out, and the results are reported herein. A schematic plan view of the 
fin surface, showing dimensions and other nomenclature, is presented 
in Fig. 1. Local mass transfer measurements were performed for the 
typical element of the third-row fin bounded by the dashed lines in-

, dicated in the diagram. The overall mass transfer from the entire 
three-row fin surface was determined with a precision balance. 

Information about the experimental apparatus and procedure, the 
preparation of the naphthalene surfaces, the data reduction tech
niques, and the dimensionless parameters is available in [1, 2]. The 
dimensions D, S, L, and h (spacing between fins) were maintained 
as before to facilitate comparisons of results. 

Results 
The presentation of results will begin with the average transfer 

coefficients. All the results are for a Schmidt number Sc = 2.5 (Sc is 
analogous to Pr). 

Average transfer coefficients for the fin surface as a whole were 
evaluated using the log-mean concentration difference and are pre
sented in Fig. 2, where the average Sherwood number Sh (analogous 

1 Department of Mechanical Engineering, University of Minnesota, Min
neapolis, Minn. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division March 23, 1976. 

to the average Nusselt number Nu) is plotted against the Reynolds 
number. The figure contains results for the three-row coil, as well as 
results for one- and two-row coils, respectively, from [1, 2]. It is seen 
from the figure that at low Reynolds numbers, the fewer the rows, the 
higher the average transfer coefficients. However, with increasing 
values of Reynolds number, the transfer coefficients for the multirow 
coils tend to overtake that for the one-row coil, and the curves appear 
to cross. The relatively better performance of the multirow coils at 
higher Reynolds numbers is due to the strengthening of the vortices 
of the second and third rows which occurs as the Reynolds number 
increases. 

The contributions of the various portions of the fin surface to the 
overall rate of mass transfer in a three-row coil will now be examined. 
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Fig. 2 Average Sherwood numbers for one-, two-, and three-row coils 
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Table 1 Relative transfer capabilities of 
regions I, II, and III 

Re 
216 
6 4 3 

1087 

Mi/Mtotal 

0.497 
0 .422 
0 .348 

Mn/Mtotal 
0 .286 
0.316 
0 .314 

Min/Mtotal 
0.217 
0.262 
0.338 

Fig. 3(c) Local mass transfer distributions for the third-row fin, Re = 216 

For this purpose, the parts of the fin respectively associated with the 
first, second, and third tube rows are designated as I, II, and III (see 
Fig. 1), with Mj, Mil, and Mm denoting the corresponding mass 
transfer rates and Mtotai the overall mass transfer rate. Table 1 lists 
results for these quantities in ratio form for three Reynolds num
bers. 

Table 1 shows that the relative contributions of the various rows 
to the overall mass transfer are strongly affected by the Reynolds 
number of the flow. At low Reynolds numbers, the first row is the 
greatest contributor by far. As the Reynolds number increases, the 
relative contributions of the second and third rows increase. At the 
highest Reynolds number of Table 1, the contribution of each of the 
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three rows is nearly equal. The relative increase in the mass transfer 
in the second and third rows is due to two causes. First, strong vortices 
are activated in these rows at higher Reynolds numbers. Second, the 
stream wise rise in bulk vapor concentration (analogous to bulk tem
perature) decreases as the Reynolds number increases, with the result 
that the wall-to-bulk concentration difference tends to be more uni
form along the length of the passage. Table 1 indicates that the 
downstream rows of a multirow heat exchanger are used more effi
ciently at higher Reynolds numbers. 

Local mass transfer results for the third-row fin are plotted in Figs. 
3(a), 3(b), and 3(c), respectively, for Re = 1087, 643, and 216. Each 
figure contains a succession of graphs which correspond to streamwise 
positions between x/L = 2 and x/L = 3 (see Fig. 1 for nomenclature). 
At each streamwise position, the ratio m/mau is plotted as a function 
of the dimensionless spanwise coordinate y/(S/2). The quantity m 
is the local rate of mass transfer at position (x,y), whereas mau is the 
mass transfer rate averaged over the entire three-row fin. 

Inspection of these figures indicates that except near the forward 
portion of the third-row fin, the spanwise mass transfer distributions 
for the higher Reynolds numbers are dominated by the effects of the 
vortices. At low Reynolds numbers, the vortices have a substantially 
•lesser influence. 

A detailed comparison of the results of Figs. 3(o)-3(c) with those 
for the second-row fin of a two-row coil [2,3] reveals an overall simi
larity in the distribution curves, but with a number of differences in 
detail. The highest peak in evidence among the distribution curves 
for the third row is at the side of the tube, just downstream of the 
forward edge, whereas the highest peak in the second row (as well as 
in the first row) is in front of the tube. This shift in the position of the 
highest peak is, in all likelihood, due to the blockage imposed by the 
first row upon the third row. Furthermore, the pairs of peaks in the 
distributions for the higher Reynolds numbers are somewhat differ
ently disposed one to the other in the second and in the third rows. 
Differences are also in evidence in the "filling in" of the distribution 
curves in the wakes behind the respective tubes. It may be concluded 
that row-to-row sameness in the fluid flow pattern has not yet been 
established. 
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Free Convection Heat Transfer 
From Vertical Needles 

G. D. Raithby1 and K. G. T. Hollands1 

An analysis of the heat transfer by free convection from oblate and 
prolate spheroids, and a comparison of predictions with measure
ments, are reported elsewhere in this issue of the journal [32].2 As the 
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ratio of the minor to major axis of the prolate spheroid approaches 
zero, the prolate spheroid resembles a thin vertical needle tapered 
from the center toward both ends. Since the problems of heat transfer 
from thin vertical wires (of constant diameter) and from needles ta
pered toward only one end (projecting toward the incoming flow [33, 
34]) have received a great deal of attention in the free convection lit-. 
erature, it is useful to extend the analysis of [32] to this closely related 
problem. The numbering of equations and references in this note carry 
on from that paper; figures and equations in [32] will be referred to, 
and nomenclature used, without any further explicit identification 
of the Reference. 

The results of the analysis for this limiting case are included in Fig. 
4 where NUB is plotted against flag- However, this figure reveals that, 
as C/B -* 0, the laminar heat transfer portion of the curves become 
very sensitive to the particular value of C/B. It would be preferable 
to choose an independent variable such that the Nusselt number 
changes little for small C/B. 

To obtain this, an equation is sought which correlates the analytical 
results well for laminar flow. Equation (2) is one possible form that 
has the correct asymptotic limits, but it has already been stated that 
it is an unsatisfactory choice for C/B ;S 0.2 for prolate spheroids. 
Another equation with the correct limits can be obtained by applying 
Langmuir's idea [11], as follows 

fi(C/B) Jo In [tanh (W2)/tanh (iji/2)] 

, 2V1 - (C/fi)» 2 

~ ft (C/B) ln [ t enh(W2) / tenhU- /2) ] 

Equation (7a) is the result of the laminar heat transfer analysis 
(equation B.12), where rjo depends on 0, R&B, and C/B. The " ? " above 
the second equality indicates that the adequacy of equation (76) in 
approximating the results from (7a) is not yet established. 

Equation (76) is the Nusselt number based on conduction alone 
between two confocal isothermal spheroids (see Yovanovich [29]), the 
inner one designated by rn and the outer by JJO- The question is, can 
an expression for TJO (involving Raa and C/B) be found such that 
equations (7a) and (76) can be made approximately equal? The 
method used by Eckert [27] and Sparrow and Gregg [12] for finding 
this function is to demand that NUB yield the thin-layer result at 
asymptotically high Rag- This results in 

Now it will also be noted that as Rafl -* 0, JJ0 -•• °°, so that equation 
(76) also yields the correct lower (conduction) limit. There is no 
guarantee from the analysis here that equations (76) and (7a) are in 
good agreement for intermediate Rag. However, calculations show 
that the agreement is excellent for C/B S 0.05, and the Langmuir-type 
correction is justified. This is consistent with Sparrow and Gregg's 
[12] discovery that the Langmuir correction gave excellent agreement 
with their more exact analysis for vertical cylinders. An important 
result here is the establishment of an upper bound for C/B (or the 
aspect ratio of the needle) beyond which the Langmuir method of 
correction fails to give accurate answers. 

Making several approximations in equation (76) which are valid 
at small C/B, one obtains 

( N u c ) , = Q / i n [ 1 + 2.51/(ce (^ R a c ) "^ ] (9) 

This equation: (a) approximates with high accuracy (to within about 
1 percent) the results of the analysis for laminar heat transfer for C/B 
;S 0.05; and (6) reveals the sought independent variable, (C/£)Raj3. 
This variable was introduced for vertical cylindrical wires by Sparrow 
and Gregg [12]. 

The final equation has the same form as the equation obtained by 
Sparrow, and Gregg by applying the Langmuir correction for thin 
vertical cylinders, if one replaces the minor axis of the present needle 
by the (constant) diameter of their vertical wire. The numerical 
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three rows is nearly equal. The relative increase in the mass transfer 
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mass transfer rate averaged over the entire three-row fin. 
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zero, the prolate spheroid resembles a thin vertical needle tapered 
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erature, it is useful to extend the analysis of [32] to this closely related 
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of the Reference. 

The results of the analysis for this limiting case are included in Fig. 
4 where NUB is plotted against flag- However, this figure reveals that, 
as C/B -* 0, the laminar heat transfer portion of the curves become 
very sensitive to the particular value of C/B. It would be preferable 
to choose an independent variable such that the Nusselt number 
changes little for small C/B. 

To obtain this, an equation is sought which correlates the analytical 
results well for laminar flow. Equation (2) is one possible form that 
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it is an unsatisfactory choice for C/B ;S 0.2 for prolate spheroids. 
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(equation B.12), where rjo depends on 0, R&B, and C/B. The " ? " above 
the second equality indicates that the adequacy of equation (76) in 
approximating the results from (7a) is not yet established. 

Equation (76) is the Nusselt number based on conduction alone 
between two confocal isothermal spheroids (see Yovanovich [29]), the 
inner one designated by rn and the outer by JJO- The question is, can 
an expression for TJO (involving Raa and C/B) be found such that 
equations (7a) and (76) can be made approximately equal? The 
method used by Eckert [27] and Sparrow and Gregg [12] for finding 
this function is to demand that NUB yield the thin-layer result at 
asymptotically high Rag- This results in 

Now it will also be noted that as Rafl -* 0, JJ0 -•• °°, so that equation 
(76) also yields the correct lower (conduction) limit. There is no 
guarantee from the analysis here that equations (76) and (7a) are in 
good agreement for intermediate Rag. However, calculations show 
that the agreement is excellent for C/B S 0.05, and the Langmuir-type 
correction is justified. This is consistent with Sparrow and Gregg's 
[12] discovery that the Langmuir correction gave excellent agreement 
with their more exact analysis for vertical cylinders. An important 
result here is the establishment of an upper bound for C/B (or the 
aspect ratio of the needle) beyond which the Langmuir method of 
correction fails to give accurate answers. 

Making several approximations in equation (76) which are valid 
at small C/B, one obtains 

( N u c ) , = Q / i n [ 1 + 2.51/(ce (^ R a c ) "^ ] (9) 

This equation: (a) approximates with high accuracy (to within about 
1 percent) the results of the analysis for laminar heat transfer for C/B 
;S 0.05; and (6) reveals the sought independent variable, (C/£)Raj3. 
This variable was introduced for vertical cylindrical wires by Sparrow 
and Gregg [12]. 

The final equation has the same form as the equation obtained by 
Sparrow, and Gregg by applying the Langmuir correction for thin 
vertical cylinders, if one replaces the minor axis of the present needle 
by the (constant) diameter of their vertical wire. The numerical 
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constants, however, are somewhat larger in the present equation re
sulting in slightly larger values of the Nusselt number. This seems 
reasonable since the average diameter of the tapered wire along its 
length is less than C; the thick-layer correction is therefore more 
important and the Nusselt number larger than if the wire had a con
stant diameter of C along its length. 

Replacing the wire diameter and length in their analysis respec
tively by C and B, one finds that the present Nusselt numbers (Nuc)e 
are larger by 4 , 1 0 , 1 8 , and 22 percent, respectively, for Ce(C/B)Rac 
values of 10,1, 0.1, and 0.01. 
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Buoyancy Effects on Forced 
Convection Along a Vertical 
Cylinder With Uniform Surface 
Heat Flux 

A. Mucoglu1 and T. S. Chen1 

N o m e n c l a t u r e 
Cf = local friction factor 
F = reduced stream function, equation (2) 
G — f — derivative of F 
g = gravitational acceleration 
Grx* = modified Grashof number,g(3\qw\x4/kv2 

k = thermal conductivity 
Nux = local Nusselt number, qwx/(Tm — T„)k 
Pr = Prandtl number 
qw = local surface heat transfer rate per unit area 
r = radial coordinate 
ro = radius of cylinder 
Rex = Reynolds number, u„x/v 
T = fluid temperature 
Tw = wall temperature 
T„ = free stream temperature 
u = axial velocity component 
u . = free stream velocity 
v = radial velocity component 
x = axial coordinate 
j3 = volumetric coefficient of thermal expansion 
») = pseudo-similarity variable, equation (1) 
6 = dimensionless temperature, equation (2) 
M = dynamic viscosity 
v = kinematic viscosity 
{ = transformed axial coordinate, equation (1) 
0 = £ — derivative of 8 
i/ = stream function 
0* = buoyancy parameter, Grx*/Rex

5 '2 

I n t r o d u c t i o n 
In forced convection along an inclined or a vertical heated surface, 

the buoyancy force plays an important, role in modifying the flow field 

and hence the rate of heat transfer from the surface. In a recent study 
[l],2 the present authors determined analytically the effects of 
buoyancy force on laminar forced convective heat transfer along an 
isothermal vertical cylinder. The numerical results for assisting flow 
in that study showed that the buoyancy force increases considerably 
the wall shear stress and the surface heat transfer rate. The present 
note is an extension of the previous work by the authors and deals with 
the case when a uniform surface heat flux is prescribed on the cylin
drical surface. The boundary layer problem encountered here is 
nonsimilar, the nonsimilarity arising both from the transverse cur
vature of the cylindrical surface and from the buoyancy forces. 

Analys i s 
Consider a vertical cylinder of radius r0 which is aligned in a di

rection parallel to a fluid flow with uniform free stream velocity ti„ 
and temperature T„. Let x and r denote the streamwise and radial 
coordinates, respectively. The gravitational force is acting in the di
rection opposite to the x coordinate. A uniform heat flux qw is 
maintained at the surface of the cylinder. The analysis parallels that 
given in reference [1] and, to conserve space, its details are omitted 
here. The governing conservation equations and the boundary con
ditions for the present problem are identical to those given by equa
tions (l)-(4) of reference [1], except that the uniform surface tem
perature condition therein is now replaced by the uniform surface heat 
flux condition dT/dr = —qw/k at r = ro. 

By introducing the new variables 

4 / vx\ 
£ = - ( — ) 

1/2 

4ro Vvx I 

1/2 
(1) 

along with a reduced stream function F(£, TJ) and a dimensionless 
temperature 0({, 71) in the form 

T„)(u„x/p)m 

F(k, v) 
i(x, r) 

BV-, v) 
(T-

(2) 
r o ( « - i ) 1 / ! ""' " qwx/k 

where the stream function \p satisfies the mass conservation equation 
such that ru = d\p/dr and rv - —d\p/dx, the conservation equations 
along with their boundary conditions can be transformed into 

(1 + %\W" + (F + £)F" ± 80*61 = £(F'dF'/d$ - F"dF/d0 (3) 

- (1 + $ri)8" +(F + —)B'- F'6 = £(F'd8/d£ - 6'dF/dZ) (4) 
^r \ P r / Pr 

F'(Z, 0) = 0, F($, 0) + £3F(f, 0)/<9{ = 0, m, o) •• 

F'(£, co) = 2, B(£, 0°) = 0 

(5) 

(6) 

In the foregoing equations, the primes stand for partial differentiation 
with respect to 7/, and 

\0JvUW2 GTX* 
Q* 

kuJ'2 Rex
5'2 

is the buoyancy parameter. The modified local Grashof number Gr; 

and Reynolds number Re* are defined, respectively, by 

gP\qu,\x4 

(7) 

Gr» 
kv2 Rex (8) 

The plus and minus signs in front of the buoyancy term in equation 
(3) apply to assisting flow and opposing flow, respectively. The 
quantitative effects of buoyancy forces on the forced convective flow 
are governed by the magnitude of the buoyancy parameter 12*. It is 
noted here that the transformed axial coordinate £ is a measure of the 
transverse curvature of the cylinder as well as a measure of the 
boundary layer thickness relative to the cylinder radius r0. 

The pair of coupled partial differential equations (3) and (4) subject 
to boundary conditions (5) and (6) were solved by the local nonsimi
larity method. This method is well documented (see, for example, 
[1-4]) and involves deriving several sets of equations from equations 
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constants, however, are somewhat larger in the present equation re
sulting in slightly larger values of the Nusselt number. This seems 
reasonable since the average diameter of the tapered wire along its 
length is less than C; the thick-layer correction is therefore more 
important and the Nusselt number larger than if the wire had a con
stant diameter of C along its length. 

Replacing the wire diameter and length in their analysis respec
tively by C and B, one finds that the present Nusselt numbers (Nuc)e 
are larger by 4 , 1 0 , 1 8 , and 22 percent, respectively, for Ce(C/B)Rac 
values of 10,1, 0.1, and 0.01. 
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The plus and minus signs in front of the buoyancy term in equation 
(3) apply to assisting flow and opposing flow, respectively. The 
quantitative effects of buoyancy forces on the forced convective flow 
are governed by the magnitude of the buoyancy parameter 12*. It is 
noted here that the transformed axial coordinate £ is a measure of the 
transverse curvature of the cylinder as well as a measure of the 
boundary layer thickness relative to the cylinder radius r0. 
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Table 1 Representative results of F"(£, 0) and 0(£, 0) (or Pr = 0.7, assisting 
flow 
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Fig. 2 The effect of buoyancy force on the local Nusselt number 

(3)-(6), with each set containing a different level of truncation. The 
formulation of the governing system of equations for each level of 
truncation and the solution method are similar to those given in [1] 
and are omitted here because of space limitation. It suffices to give 
the system of equations at the second level of truncation that were 
used in obtaining the numerical results, for it was found that this level 
of truncation provided sufficiently accurate results. If, in addition to 
F and 0, auxiliary dependent variables G = dF/dl; and 4>. = cW<5£ are 
used, one can derive 
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The physical quantities of interest in the present study are the local 
friction factor Cf and local Nusselt number Nu* defined, respectively, 
by 

n(du/dr)r. 
cf = -pu^/2 

Nu* 
(Tw - T„)k 

(14) 

With the aid of equations (1) and (2), it can be readily shown that 

CfRe: . l / 2 : -F"(i,0), NuxRex-!/2 = - (15) 

Fig. 1 The effect of buoyancy force on the local friction factor 

2~ • " ' " " " 0(£,O) 

As a note, it is pointed out that for the case of a flat plate with £ = 
0 (i.e., r0 - • °°), fl* is the only x-dependent variable. Thus, for this 
special case, (fl*, r;) were used as the transformation variable in for
mulating the systems of equations for the various levels of trunca
tion. 

Resul ts and Discussion 
Numerical results for the case of assisting flow were obtained for 

gases having a Prandtl number of 0.7. They cover transverse curvature 
£ ranging from 0 (i.e., a flat plate) to 4.0 and buoyancy parameter fl* 
ranging from 0 (i.e., pure forced convection) to 1.5. Representative 
results for F"((, 0) and 0(£, 0) are listed in Table 1. 

To provide a better understanding of the effects of buoyancy force 
on the flow and heat transfer characteristics, Figs. 1 and 2 have been 
prepared to show, respectively, the relative increase in the local fric
tion factor C//C/o and local Nusselt number Nu^/Nuo, where C/o and 
Nuo represent, respectively, the local friction factor and local Nusselt 
number without the buoyancy effect (i.e., fl* = 0). It is evident from 
these figures that for a given curvature £, both Cf and Nu* increase 
with increasing buoyancy force fl* and that the relative increase in 
the friction factor and Nusselt number decreases as £ increases. The 
dotted lines corresponding to the case of a flat plate (i.e., £ = 0) in the 
figures are the results from the local similarity solution [5]. To verify 
the accuracy of the local nonsimilarity solution method, solutions for 
a flat plate were also obtained from finite-difference method [6j. These 
results are listed in Table 1 and shown in the figure with solid-dotted 
lines. The excellent agreement between the two solution methods 
makes it difficult to distinguish the friction factor results in Fig. 1. 
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Finite Element Formulation of 
the Heat Conduction Equation 
in General Orthogonal 
Curvilinear Coordinates 

G. E. Schneider1 

I n t r o d u c t i o n 
In the analytic solution of heat conduction and other potential field 

problems, the governing equation is conventionally formulated in one 
of the three coordinate systems: cartesian, circular cylinder, or 
spherical. Where the bounding surfaces of the solution domain lend 
themselves to one of these coordinate systems, many solutions are 
available [l].2 

When this geometric compatibility is not present, it is sometimes 
possible to set up a "more natural" coordinate system in which the 
coordinate surfaces conform to the lines of flow and potential surfaces 
and, moreover, provides geometric compatibility with the bounding 
surfaces. In many instances these more natural coordinates, deter
mined by the problem geometry and field behavior, allow a simple 
solution whereas use of the conventional ones leaves the solution 
unmanageable. While many problems cannot be so reduced, benefits 
similar to those gained in the analytic solutions referred to in the 
foregoing can be realized in the numerical solution of problems for 
which the heat flow is predominantly uni-directional in nature. 

It is the intent of this note to introduce to the finite element 
method, as applied to conduction heat transfer, the use of general 
orthogonal curvilinear coordinates. By considering the governing 
functional equation and boundary conditions in a general orthogonal 
curvilinear frame, the solution can be readily effected using the finite 
element method. Where the bounding surfaces form part of an or
thogonal net, substantial savings in both computational time and 
programing effort can be gained. 

P r e l i m i n a r y R e m a r k s 
Considering a general orthogonal curvilinear coordinate system, 

illustrated in Fig. 1, m, u% and u3 are used to denote the three prin
cipal coordinate directions. The cartesian coordinates of Fig. 1 can 
in general be related to the curvilinear ones through relations of the 
form [2] 

x = x(ui, u2, u3); y = y(ui, u2, u3); z = z(u1,u2,u3) (1) 
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From these relations the metric coefficients of transformation are 
defined by [2] 

_ / dx \ 2 / d y \ 2 /<9z \2 

\dUi' \dUi/ \dui' 
(2) 

Applying the first law of thermodynamics to the differential cur
vilinear volume element of Fig. 1, the governing differential equation 
can be written as [2] 

i L gi duii du2 L g2 du2\ 

+ 
d \k3VgdT~\ _ _ dT 

— J L - £ _ + P v ^ = V g / , C p — (3) 
du3 L g3 du3A dt 

dux L g\ duiJ du2 L g2 du2] 

k3Vg dT -

3 L g3 du3] 

where g = grg2-g3 and Fourier's law of heat conduction has been used 
to describe the local transfer of heat within the continuum. Boundary 
conditions (excepting nonlinearized radiative conditions) which the 
solution to equation (3) must satisfy, will be generally given over Si 
by 

and by 

T = TA(ui, u2, u3, t) 

3'TI 

K — + hT + C = 0 
dn 

(4a) 

(46) 

over the remaining surface S2, where n is the outward normal to the 
surface. The initial condition is represented by 

Tim, u2, u3, 0) = T0(ui, u% u3) (4c) 

V a r i a t i o n a l S t a t e m e n t 
If the concept of a variational principle is applied to the heat con

duction problem, then the governing differential equation (3) must 
correspond to the Euler equation for the corresponding variational 
problem. In this treatment we shall follow the approach taken by 
Visser [3], Zienkiewicz and Parekh [4], and Zienkiewicz [5] where a 
particular instant of time is considered. This is in contrast to the use 
of convolution integrals in time put forward by Gurtin [6] in estab
lishing a true variational principle. The approach adopted here leads 
to a quasi-variational statement and can readily be converted to a 
restricted variational statement as indicated by Finlayson and Scriven 

[7]. 
Invoking the requirement that (3) be the Euler equation of a vari

ational principle, and proceeding to determine the extremum func
tional as presented in reference [8], leads to the functional equa
tion 

5\ c c c iii(Ky+fi(«L)'+h/^.y 
l J u , Jui Jus 12 Vdui/ 2 \du2/ 2 \du3/ 

- PVgT + VgfiCp (—) T\ du1du2du3 

+J7*PF+crM-°(5) 
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where 5 is the variational operator. Alternatively, equation (5) can be 
derived by starting from the variational principle given in vector 
notation by Finlayson [9] and introducing the explicit use of general 
orthogonal curvilinear coordinates. Equation (5) is the quasi-varia-
tional principle referred to earlier, and its satisfaction, within the 
limits of the treatment of time dependent terms adopted here, is 
equivalent to satisfying the governing differential equation (2) subject 
to boundary conditions (4). 

S p a t i a l D i s c r e t i z a t i o n 
In what follows, it will be useful to define the following vectors and 

matrices. The first, a vector very similar to the gradient field vector 
[10] for a cartesian frame, is defined by 

\G\T= \dT/dui, dT/du2, dT/du3} (6) 

and will be henceforth referred to as the curvilinear field vector. The 
second, a matric analogous the property matrix of a cartesian system, 
is defined by 

IR]' 
7 l ( " l . "2, Us) 0 0 

0 f2(Ul, «2, U3) 0 

0 0 f3(u,\,U2, "3> 

and will be referred to as the effective curvilinear property matrix. 
The ft are defined by /; = kiVg/gt. For completeness, the remaining 
vectors are defined: (T) = \T(ui, u2, u3)}, \P\ = \P(uh u2, u3)\, \C\ = 
\C(ui, u2, u3)i and j t ] s \dT/dt\. The variational statement (5) can 
now be written in vector notation as 

S\ £ f f \l\G\T\R}\G\-^\T)r\P\ + pCpV^iT\T[f\ 
L *^"1 JU% *SU3 [2 

dUldu2du3 + j " J [ | {T}T\T} + ITriC)] dS2J = 0 (8) 
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Fig. 2 Example problem geometry and convergence characteristics 

Employing the concept of element level shape functions [5], the 
curvilinear field vector can immediately be written as 

|G | . 
dNi/dutdNi/dui. 

dNx/du2dN2/du2 • 

dNJdu3dN2ldus • 

Tii 
* [B]\Ti] 0) 

In the foregoing, the Ni's are the shape functions [5] for the element 
under consideration, and their form and number will depend on the 
particular element selected for the application. 

Determining the stationary value for the functional within the 
outermost parentheses of equation (5) by taking its first variation with 
respect to T is now equivalent to differentiating the approximate 
functional contained within the outermost parentheses of equation 
(8) with respect to each nodal temperature in turn, and setting the 
result equal to zero. This results in the matrix-differential equa
tions 

[K]fT,-}+[ff](?,-)=lF,-) (10) 

(7) 
where 

[K}= t \ f f f lB]T[R][B]dUldu2du3 

+ S Ss WWiFdS*] (Ua) 

]= £ 
1 L J J Jve 

pCp Vg[Ni\\Ni)T duidu2du3 } (Ub) 

c) 

[H 

and 

\Fi) = t \ f f f VgmVlduiduiftu 

+ S Ss | jv' ! ic |d'S2] (u 

To complete the solution to equation (10), additional information 
is required to accommodate the time dependence. Following Zienk-
iewicz and Parekh [4], this time dependence is approximated by finite 
differences over the time interval from t to t + At. Using the first 
central difference quotient to approximate the time derivative, we 
obtain the algorithmic solution 

2[H] 
l[K\ + 2[H]/M)lTi\t + *n-

At 
•\Ti\t + {Fi}t+M/2 (12) 

with 

mi, 2|T,-)t \Ti\t (13) 

The above equations, (12) and (13), complete the solution. It can easily 
be seen that these equations reduce to those for the cartesian case. 

A p p l i c a t i o n of t h e R e s u l t s 
The utility of the expressions derived in this work will be demon

strated here by example. Since the treatment of the heat generation 
and time-dependent terms is straightforward, attention will be re
stricted to steady-state heat conduction. Linear, isoparametric ele
ments are used with the shape functions applied in the curvilinear 
frame. 

The example considers the flow of heat from a thin circular disk 
to a semi-infinite solid. Over the disk a uniform flux is prescribed while 
outside the disk, the free surface is insulated. Deep within the half-
space, the temperature tends toward a uniform value, T„ = 0. The 
problem geometry is illustrated in Fig. 2. 

The oblate spheroidal coordinate system is appropriate for this 
problem and is defined by 

x = a cosh T; sin 8 cos \p; y = a cosh i) sin 6 sin \p; 

z = a sinh ij cos 0 (14) 
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where a is the disk radius. The metric coefficients are readily deter
mined to be 

g.i = go = a2(cosh2 rj - sin2 8); g^ = a 2 cosh21) sin2 8 (15) 

where r/, 8, and \p are defined by the figure. It can be demonstrated that 
i/„ « 10 will suffice for the location of the boundary far from the 
contact [2]. The effective curvilinear property matrix, considering 
axisymmetric heat transfer, can be found using equations (15) to 
be 

._, [ak cosh ii sin 8 0 1 
[ f l H n h y. • A (16) 

L 0 ak cosh i) sin 0 J 
The convergence characteristics for this problem are plotted in Fig. 

•2 versus the number of nodal points used to effect the solution. A 
rapid, monotone approach toward its limiting value is indicated. The 
value of 0.269 obtained using 800 nodes compares favorably with the 
exact solution for this problem of 0.27019 [2], yielding an error of 0.44 
percent. Indeed, an error of less than 2 percent is obtained when only 
200 nodes are used to represent the continuum. Both the ease of ap
plication and the accuracy of the results indicate the utility of this 
work in analyzing problems having a convenient "natural" coordinate 
system. 

D i s c u s s i o n and Conc lus ions 
Explicit consideration has been given in this work to the incorpo

ration of general orthogonal curvilinear coordinate systems into finite 
element conduction heat transfer analysis. It was found that the in
corporation can be effected by a direct extension of existing finite 
element codes by merely redefining the properties and heat generation 
rate as presented in this work. The effective curvilinear property 
matrix replaces the property matrix, P V g replaces P for the heat 
generation rate, and CpVg replaces Cp for the energy storage terms. 
Once defined in this manner, the analysis is performed in the more 
uniform, thermally and geometrically, curvilinear space. This is of 
considerable utility since many problems have associated with them 
a natural or quasi-natural coordinate system. 

An example has been presented which illustrates the ease of ap
plication of the results to other than the cartesian coordinate system. 
The solution converged rapidly and monotonically to its limiting value 
for the oblate spheroidal coordinate problem considered. Where only 
800 nodes were used to represent a semi-infinite body and less than 
0.5 percent error was incurred, the utility of formulating the problem 
in the appropriate coordinate frame becomes clear. 

These results will find application to contact problems, problems 
involving semi-infinite or infinite domains, and generally to problems 
where a coordinate system more natural than the cartesian one exists 
to describe the problem geometry and field behavior. The result, 
where there exists a more appropriate coordinate system, will be a 
savings in both storage requirements and computational time to 
achieve a prescribed solution accuracy. 
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A New Look at the 
Superposition of Boundary 
Conditions in the Evaluation of 
Temperature Distribution in a 
Finite Rectangular Plate With 
Adiabatic Faces at Steady State 

A. Feingold1 

The usual way to solve the governing Laplace equation for steady 
heat conduction 

d2T d2T 

dx2 dy2 0 (1) 

is to assume that there exists a solution in the form of T = X Y, where 
X is a function of x alone and Y is a function of y alone. After the 
substitution and the separation of variables, the equation becomes 

1 d2X 1 d2Y 

X dx2 ~ Y dy2 

and the introduction of a separation constant u leads to the two 

well-known total differential equations: 

d2X 

dx2 ' 
•lxX=0, 

d2Y „ „ 

dy2 
(2) 

Given a rectangular plate, the temperature distribution throughout 
it is determined in terms of Fourier series using the method of su
perposition of boundary conditions. The correct given temperature 
distribution along one edge is coupled with a zero temperature along 
the other three edges, the Fourier series is obtained by putting u > 
0 or fi < 0, as the case may be, and the process is repeated for each edge 
in turn. The sum of the four solutions thus obtained represents the 
solution of the actual problem. 

Of course if u could be made equal zero, the general solution of 
equation (1) would simply be 

T=(Cl + C2x)(Ca + C4y) (3) 

The problem is that working in the previously described manner, 

1 Department of Mechanical Engineering, University of Ottawa, Ottawa, 
Ontario, Canada. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division January 23,1976. 

Journal of Heat Transfer AUGUST 1976 / 527 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where a is the disk radius. The metric coefficients are readily deter
mined to be 

g.i = go = a2(cosh2 rj - sin2 8); g^ = a 2 cosh21) sin2 8 (15) 

where r/, 8, and \p are defined by the figure. It can be demonstrated that 
i/„ « 10 will suffice for the location of the boundary far from the 
contact [2]. The effective curvilinear property matrix, considering 
axisymmetric heat transfer, can be found using equations (15) to 
be 

._, [ak cosh ii sin 8 0 1 
[ f l H n h y. • A (16) 

L 0 ak cosh i) sin 0 J 
The convergence characteristics for this problem are plotted in Fig. 

•2 versus the number of nodal points used to effect the solution. A 
rapid, monotone approach toward its limiting value is indicated. The 
value of 0.269 obtained using 800 nodes compares favorably with the 
exact solution for this problem of 0.27019 [2], yielding an error of 0.44 
percent. Indeed, an error of less than 2 percent is obtained when only 
200 nodes are used to represent the continuum. Both the ease of ap
plication and the accuracy of the results indicate the utility of this 
work in analyzing problems having a convenient "natural" coordinate 
system. 

D i s c u s s i o n and Conc lus ions 
Explicit consideration has been given in this work to the incorpo

ration of general orthogonal curvilinear coordinate systems into finite 
element conduction heat transfer analysis. It was found that the in
corporation can be effected by a direct extension of existing finite 
element codes by merely redefining the properties and heat generation 
rate as presented in this work. The effective curvilinear property 
matrix replaces the property matrix, P V g replaces P for the heat 
generation rate, and CpVg replaces Cp for the energy storage terms. 
Once defined in this manner, the analysis is performed in the more 
uniform, thermally and geometrically, curvilinear space. This is of 
considerable utility since many problems have associated with them 
a natural or quasi-natural coordinate system. 

An example has been presented which illustrates the ease of ap
plication of the results to other than the cartesian coordinate system. 
The solution converged rapidly and monotonically to its limiting value 
for the oblate spheroidal coordinate problem considered. Where only 
800 nodes were used to represent a semi-infinite body and less than 
0.5 percent error was incurred, the utility of formulating the problem 
in the appropriate coordinate frame becomes clear. 

These results will find application to contact problems, problems 
involving semi-infinite or infinite domains, and generally to problems 
where a coordinate system more natural than the cartesian one exists 
to describe the problem geometry and field behavior. The result, 
where there exists a more appropriate coordinate system, will be a 
savings in both storage requirements and computational time to 
achieve a prescribed solution accuracy. 
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no boundary condi t ions will lead to /x = 0, a n d t h e r e is t o t h e au tho r ' s 

knowledge n o example in t h e exis t ing l i t e r a tu re of an ac tua l app l i 

ca t ion of equa t ion (3). 

T h e p r i m a r y object of th i s p a p e r is to show t h a t a pa r t i cu la r t e m 

p e r a t u r e d i s t r ibu t ion along two adjoining edges of our r ec tangu la r 

p l a t e cons idered joint ly , r a t h e r t h a n separa te ly , does lead t o \i = 0. 

Th i s has m a n y interest ing consequences, some of which a re discussed 

fur ther in t h e following. 

Consider t h e following p rob lem. A rec tangu la r p la t e of w i d t h W 

a n d he igh t H is l imi ted by t h e l ines x =, 0, x = W, y = 0 a n d y = H. 

Dete rmine t h e t e m p e r a t u r e d i s t r ibu t ion t h r o u g h o u t t h e p la te , given 

t h e b o u n d a r y condi t ions : 

(a) T h e sides x = 0 and y = 0 are ma in t a ined a t t e m p e r a t u r e T = 

0, 

(6) t h e t e m p e r a t u r e along x ~ W var ies l inearly according to t h e 

formula T = T m a x y/H, 

(c) t h e t e m p e r a t u r e along y = H var ies l inear ly accord ing t o t h e 

formula T = Tmm x/W. 

T h e appl icat ion of condi t ions (a) reduces equa t ion (3) t o T = C xy, 

and both remaining conditions are satisfied by pu t t ing C = Tmas/HW. 

T h e t empera tu re dis t r ibut ion within the pla te obeys, therefore, the 

law 

Fina l ly , s ince T2 + T4 = % T m a x , t h e b o u n d a r y cond i t ions of our 

prob lem, shown in Fig. 1 ( 0 , m u s t p roduce t h e cen te r t e m p e r a t u r e Te 

= T3 + T 5 = V4rm a x . 

T h e t e m p e r a t u r e d i s t r ibu t ion t h r o u g h o u t t h e p l a t e o b t a i n e d by 

t h e u sua l m e t h o d of superpos i t ion of b o u n d a r y cond i t ions is 

T = - - T „ 
„ ( - l ) n r ' 

n~i n L 

s inh 

s inh 

rnry 

W nirx 
sin 

U-KH W 

W 

s inh -
H 

s i n h -
rnrW 

H 

M7ry1 

H J (5) 

Clearly, so lu t ions (4) a n d (5) m u s t be ident ica l a n d , therefore , 

_ sinh — 
xy 

HW 
= _ 2 ^ ( - ^ r 

i r n = i n L 
s i n h -

W nirx 
sin 

njH W 

W 

HW 
xy (4) s i n h -

All t h e i so thermal lines are hyperbolas a n d t h e t e m p e r a t u r e in t h e 

cen te r of t h e p l a t e is lkTmax. 

T h e l a t t e r conclusion agrees wi th t h e resu l t of an a l t e rna t ive rea

soning. In the trivial case of the boundary condit ions being T m a x along 

all four edges of t h e p la te , t h e t e m p e r a t u r e a t t h e cen te r would also 

be T m a x . B u t t h a t case is a superpos i t ion of t h e two dep ic t ed in Figs. 

1(a) and 1(b). T h u s , in each of these the center t empera tu re is % T m a x . 

O n t h e o the r h a n d , t h e b o u n d a r y cond i t ion shown in Fig. 1(c) is a 

superpos i t ion of t h e two i l lus t ra ted in Figs. 1(d) a n d 1(e) , a n d if t h e 

cen te r t e m p e r a t u r e in Fig. 1(c) is T 2 , t h e n t h a t in e i ther case shown 

in Figs. 1(d) a n d 1(e) is T 3 = V2T2. 

Similarly, from Figs. 1(f), 1(g), and 1(h) we conclude t h a t T 5 = %T 4 . 

— 

A-

'̂ j™* 

Mil 

k-T m 

m aHrt^, 

H 

s i n h -
nirW 

H 

mryl 
(6) 

P u t t i n g x = 1kW,y = xfajtl, a n d R = H/W, we o b t a i n an in te res t ing 

doub le series: 

TTR , 3irfl 
cosh — 3 cosh 

2 2 
5 cosh -

5TTR 
- - . . .+ 

cosh — 
1R 

3 cosh -
3TT 

J — 
%R 

5 cosh — 
1R 

+ = 7 <7> 4 

T h e first of t h e two series in equa t ion (7) is a funct ion of R, which 

we shal l call t h e " c e n t e r func t ion" and d e n o t e by C(R). T h e second 

series is a n ident ica l funct ion of 1/R a n d we, therefore , have 

C(R) + C(1/R)=-
4 

a n in te res t ing p r o p e r t y of t h e cen te r funct ion. 

T h e cen te r funct ion of un i t y is, of course , 

1 1 1 

(8) 

(9) 
7r 3 T 5w 8 

cosh — 3 cosh — 5 cosh — 
2 2 2 

T h e a u t h o r knows of no pr ior a p p e a r a n c e of th i s unusua l series in 

m a t h e m a t i c a l l i t e ra tu re . 

W i t h t h e bounda ry condit ions of Fig. 1(c), t h e center t e m p e r a t u r e 

previous ly d e n o t e d T 2 is 2C(R)TmaJir which just i f ies our choice of 

the n a m e center function. T h e values of C{R) could be t a b u l a t e d like 

t h e values of a n y o the r funct ion, to be avai lable for use in m a n y 

p r o b l e m s n o t necessar i ly res t r i c ted t o t h e field of h e a t t ransfer . 

L e t us now examine t h e p la te in Fig. 2(a) . T h e t e m p e r a t u r e a t any 

po in t of t h a t p l a t e can again be ob ta ined from equa t ion (4). T h i s m a y 

a p p e a r as a surpr i se only because we have been cond i t ioned t o a 

par t icu lar way of applying the pr inciple of superpos i t ion of bounda ry 

condi t ions as descr ibed on t h e first page of this paper . T h e condi t ions 

in Fig. 2(a) are, however, equivalent to the superposi t ion of conditions 

in Figs . 2(b) a n d 2(c) , to each of which e q u a t i o n (4) is readi ly appl i 

cable w i t h a su i tab le choice of axes. 

I t is now easily seen t h a t t h e i so the rms in Fig. 2 (a ) are a family of 

para l le l ho r i zon ta l l ines a n d the t e m p e r a t u r e m a p is, t hus , immed i 

a te ly ob t a inab l e . T h i s would n o t a t all be ev iden t from t h e Four ie r 

series solut ion, b u t is in a g r e e m e n t wi th t h e following observa t ion . 
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Fig. 2 

If the boundary conditions of our plate were T = Tmax along the 
upper edge and T = 0 along the lower edge with the added condition 
that the vertical edges are perfectly insulated, the isotherms would 
be evenly spaced horizontal lines. This means that the temperature 
distribution at both vertical edges would be linear. Now, take off the 
insulation and simply impose this linear temperature distribution 

k 

Fig. 3 

along the vertical edges and you have the conditions of Fig. 2(a) 
without affecting the temperature map throughout the plate. 

Returning to equation (4), we now have a new tool, the use of which 
should become standard practice in all cases where there is a linear 
variation (or no variation) of temperature along all edges of a rec
tangular plate without jump discontinuity at the corners. The fol
lowing numerical example illustrates the use of this tool. 

Consider the plate in Fig. 3(a). Determine the temperature T at 
the point indicated in the figure. 

Using our method, we see that the plate in Fig. 3(a) is a superpo
sition, of the four plates in Figs. 3(6), 3(c), 3(d), and 3(e). 

T=T1 + T2 + T3 + T4 

10(3) 
Ti = 200 — — = 37.5 

16(10) 

10(7) 
T2 = 160 — — = 70 

16(10) 

6(7) 
Ta = 100 - ± J - = 26.25 

16(10) 

n = 4 0 - ^ L = 4.5 
16(10) 

T = 138.25° 

Not so easy by Fourier series. 
It may finally be added that the previously mentioned restriction 

with respect to the absence of jump discontinuity at the corners 
merely reflects reality. Textbook examples, such as Fig. 1(c), do not 
have any real physical meaning, since the same point cannot have two 
different temperatures in a steady-state situation. Or, to put it dif
ferently, if two infinitely close points had a discrete temperature 
difference between them, there would exist in that neighborhood an 
infinite temperature gradient. 
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Minimization of Measurement 
Errors Involved in the Probe 
Method of Determining Soil 
Thermal Conductivity 

J. G. Hartley1 and W. Z. Black2 

Nomenclature 
a,b = inside and outside diameter, respectively, of thermal probe 
c = volumetric heat capacity, cal c m - 3 ° C - 1 

Bi = Biot number, - bhlki 
Fo = Fourier number, = atf/b2; subscripts i and / refer to initial and 

final states, respectively 
h = unit thermal conductance at soil-probe interface 
k, a = thermal conductivity and thermal diffusivity respectively; 

subscripts 1 and 2 refer to probe material and soil, respectively 
Q - rate of heat input to probe per unit length of probe 
S = porosity of soil; volume of voids per unit volume of soil 
t = time 
xw = volumetric moisture content of soil, cm3/cm3 

7 = Euler's constant, = 0.5772 . . . 
8 = fractional measurement error defined in equation (8) 
A = dimensionless parameter defined in equation (4) 
(p = dimensionless parameter defined in equation (5) 
0 = temperature rise of probe above ambient temperature of soil 

Introduct ion 
Ecological and aesthetic factors are forcing more and more heated 

pipelines and power cables to be buried rather than being located 
above the surface of the ground. Therefore, the problem of predicting 
the operating temperatures of buried pipelines and electrical cables 
has become more urgent. Accurate measurement of the thermal 
properties of the surrounding soil is a necessary prerequisite for the 
solution of the problem. 

If one wishes to survey the soil along the entire route of a cable, 
rapid measurements are desirable and it is important that the soil 
conductivity not be altered by removal of the soil for laboratory 
testing. Therefore, some means of in situ determination of the thermal 
conductivity of the soil is preferred. At present the most widely used 
technique employs a thermal conductivity probe, and it is the purpose 
of this technical note to describe the optimum measurement time 
compatible with a specific probe design which minimizes measure
ment errors. 

The usual probe configuration is that of a hollow cylinder consisting 
of a good thermal conductor which is supplied with a constant heat 
input Q per unit length of the probe. Thermocouples attached to the 
interior of the probe provide temperature measurements which are, 
in turn, related to the thermal conductivity of the medium being 
tested. 

The simplest of the mathematical models involves an infinitely long 
wire, with vanishing diameter heated at a constant rate which is im
bedded with zero contact resistance in an infinite medium. This 
"needle probe" theory [l]3 gives the temperature rise of the wire above 
the ambient soil temperature, 8, as a function of the time, t, in di
mensionless form as 

1 Research Assistant, School of Mechanical Engineering, Georgia Institute 
of Technology, Atlanta, Ga. 

2 Professor, School of Mechanical Engineering, Georgia Institute of Tech
nology, Atlanta, Ga. 

3 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
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Fig. 1. Percent error in k2 as a function of initial Fourier number for various 
values of the probe design parameter <j> and schematic of probe 

4-!r̂ 2 ; In 4Fo - 7 (1) 

for cases when Fo = ait lb2 » 1.0. Due to the limitation of a Fourier 
number being much larger than unity, this solution is referred to as 
a long-time solution. 

This equation is extremely simple but it often does not simulate 
the situation when a probe is actually inserted into a test medium. The 
actual probe can have (a) an imperfect thermal contact between the 
probe surface and the soil producing a temperature drop at the in
terface, (b) a finite diameter, (c) a finite thermal conductivity pro
ducing a radial temperature gradient in the probe wall, and (d) a finite 
heated length. Reference [2] discusses the effect of finite heated length 
and presents curves to aid in the selection of the required length of 
heated section. This error will therefore not be discussed here. 

A detailed analysis of the probe method has been developed by 
Blackwell [3,4] in which each of the above sources of error is consid
ered. 

Analysis 
The following analysis presents a method of selecting the minimum 

acceptable initial measurement time which minimizes errors for a 
specific probe design. For a hollow probe with outside radius b and 
inside radius a with a unit thermal conductance h at the soil interface 
(see inset in Fig. 1), Blackwell has derived the following long-time 
solution for the temperature of the probe 

6(t) = - ^ - f In 4Fo - 7 + — + — 
4irA2 I ' Bi 2Fo 

X In 4Fo - 7 + 1 - <j> / in 4Fo - y + —) + 0 (—-) 1 (2) 

If the effect of finite thermal conductivity of the probe is accounted 
for, a radial temperature gradient will exist within the probe material. 
Blackwell [3] has shown that, for this case, the long-time temperature 
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solution is (at r = a) •• 0.46 (1 - S) + xw, cal cm"3 "CI"1 

O f 2 1 
6{a,t) = — — l n 4 F o - 7 + — + 

4ir£2 I Bi 2Fo 

X In 4Fo - T + 1 - 0 (in 4Fo - -y + —) - A + 0 (—-) | (3) 

where 

and 

A = - |~—1 [1 - (a/b)2 + (a/6)2 In (a, 
2 La iJ 

/6)2] (4) 

[ ( i . « A « i ) ] [ l - ( a / 6 ) 2 ] (5) 

Equations (2) and (3) differ only by the factor QA/(8irft2 Fo). For 
an extreme condition Amax = 0.08 (wet soil, stainless steel thick-wall 
probe for which a2 /«i = 0.003 and a/b = 0.5), this factor is less than 
5 percent of the contribution to the error in overall temperature 
measurement at Fo = 1, and is even less significant as the Fourier 
number increases. 

In using the probe method for field determination of thermal 
conductivity, k% and Q are taken as constants and equation (1) is used 
in the form 

which is valid for soils with negligible amounts of organic matter. 
(Values of c for most soils range from about 0.4 to 0.55 cal cm - 3 °C_ 1). 
To determine the time which corresponds to a particular Fourier 
number from Fig. 1, one can make a reasonable estimate of the ther
mal conductivity of the soil and determine a2 from k%h. Any uncer
tainties in the estimated values of &2 may be overcome by using con
servative values of the time ti calculated from the Fourier number. 
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6(tf) ~ B(ti) •• (6) 

where Fo/ and Fo; correspond to measurement times tf and J;. Thus, 
field measurements of 9(tf) and 0(t,-) give the thermal conductivity 
as 

2 4TT B(tf) - 9(ti) 4wl6(tf)-0(ti)\ 

According to equation (7), any pair of temperature measurements 
could be used to calculate fe2 provided the heat input Q ia known. Due 
to initial transients the needle theory does not give an accurate sim
ulation of the process and the initial 6 versus ln Fo curve is not linear 
as predicted by equation (1). In reality it is therefore necessary to wait 
until the 8 versus ln Fo response of the probe becomes linear before 
equation (7) may be used to provide an accurate measure of the soil 
thermal conductivity. As a result, continuous monitoring of the data 
is necessary. 

Information derived from equation (3) can eliminate the latter 
requirement and at the same time provide a means of reducing the 
extent of initial transients. 

Taking the derivative of equation (3) one obtains 

d /4TT£20\ 

d ln Fo \ Q ) 

= 1 + 
2FoL 

( l - 0 ) ( l - 7 - m 4 F o ) + l 
BiJ ~ 

1 + 5 (8) 

where <5 represents the fractional measurement error in k% The error 
o contains the effect of initial transients and surface conductance and 
is the difference between the slope of the curve of the extended theory 
(3) and that of the needle theory (1). 

In Fig. 1, the error d is plotted as a percent error in Airkzd/Q as a 
function of initial Fourier number for various values of 0 and an in
finite Biot number. (The curve of 0 = 1.25 and Bi = 10 shows that the 
smaller values of the Biot number do not have a significant influence.) 
The figure shows that for minimum initial measurement time and 
maximum accuracy, the parameter 0 should be as small as possible. 
More important, however, for a given value of 0 and a given acceptable 
level of accuracy, the curves of Fig. 1 provide an estimate of the time 
acceptable for the first measurement of temperature, 0(t,), to be used 
in equation (7). Thereafter, any two measurements of temperature 
may be used to evaluate &2 from equation (7). 

In order to use Fig. 1, one must be able to estimate the values for 
the ratio &2/a2 and k2 (or a2) for the soil being tested. The first of 
these, fe2/a2, is simply the volumetric heat capacity, c, of the soil which 
can be evaluated from the equation [5] 

Melting Heat Transfer in Steady 
Laminar Flow Over a Flat Plate 

M. Epstein1 and D. H. Cho1 

N o m e n c l a t u r e 
B = melting parameter; equation (10) 
c = heat capacity 
F = dimensionless similarity variable 
k = thermal conductivity 
L = latent heat of fusion 
Nu = Nusselt number; equation (11) 
Nuo = Nusselt number in the absence of melting 
Pr = Prandtl number; via 
Re = Reynolds number; U=,x/v 
Sc = Schmidt number; v/D (D = binary diffusivity) 
T = temperature 
u = velocity component in x -direction 
U„ = free stream velocity of hot liquid 
u — velocity component in y -direction 
x = coordinate parallel to the melting surface 
y = transverse coordinate measured from the melting surface 
a = thermal diffusivity 
rj = dimensionless similarity coordinate; equation (1) 
d = dimensionless temperature; equation (6) 
v = kinematic viscosity 
P = density 

Subscripts 

s = solid 

1 Argonne National Laboratory, Argonne, 111. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division April 2,1976. 

Journal of Heat Transfer AUGUST 1976 / 531 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



solution is (at r = a) •• 0.46 (1 - S) + xw, cal cm"3 "CI"1 

O f 2 1 
6{a,t) = — — l n 4 F o - 7 + — + 

4ir£2 I Bi 2Fo 

X In 4Fo - T + 1 - 0 (in 4Fo - -y + —) - A + 0 (—-) | (3) 

where 

and 

A = - |~—1 [1 - (a/b)2 + (a/6)2 In (a, 
2 La iJ 

/6)2] (4) 

[ ( i . « A « i ) ] [ l - ( a / 6 ) 2 ] (5) 

Equations (2) and (3) differ only by the factor QA/(8irft2 Fo). For 
an extreme condition Amax = 0.08 (wet soil, stainless steel thick-wall 
probe for which a2 /«i = 0.003 and a/b = 0.5), this factor is less than 
5 percent of the contribution to the error in overall temperature 
measurement at Fo = 1, and is even less significant as the Fourier 
number increases. 

In using the probe method for field determination of thermal 
conductivity, k% and Q are taken as constants and equation (1) is used 
in the form 

which is valid for soils with negligible amounts of organic matter. 
(Values of c for most soils range from about 0.4 to 0.55 cal cm - 3 °C_ 1). 
To determine the time which corresponds to a particular Fourier 
number from Fig. 1, one can make a reasonable estimate of the ther
mal conductivity of the soil and determine a2 from k%h. Any uncer
tainties in the estimated values of &2 may be overcome by using con
servative values of the time ti calculated from the Fourier number. 
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6(tf) ~ B(ti) •• (6) 

where Fo/ and Fo; correspond to measurement times tf and J;. Thus, 
field measurements of 9(tf) and 0(t,-) give the thermal conductivity 
as 

2 4TT B(tf) - 9(ti) 4wl6(tf)-0(ti)\ 

According to equation (7), any pair of temperature measurements 
could be used to calculate fe2 provided the heat input Q ia known. Due 
to initial transients the needle theory does not give an accurate sim
ulation of the process and the initial 6 versus ln Fo curve is not linear 
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thermal conductivity. As a result, continuous monitoring of the data 
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extent of initial transients. 

Taking the derivative of equation (3) one obtains 

d /4TT£20\ 

d ln Fo \ Q ) 

= 1 + 
2FoL 

( l - 0 ) ( l - 7 - m 4 F o ) + l 
BiJ ~ 

1 + 5 (8) 

where <5 represents the fractional measurement error in k% The error 
o contains the effect of initial transients and surface conductance and 
is the difference between the slope of the curve of the extended theory 
(3) and that of the needle theory (1). 
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function of initial Fourier number for various values of 0 and an in
finite Biot number. (The curve of 0 = 1.25 and Bi = 10 shows that the 
smaller values of the Biot number do not have a significant influence.) 
The figure shows that for minimum initial measurement time and 
maximum accuracy, the parameter 0 should be as small as possible. 
More important, however, for a given value of 0 and a given acceptable 
level of accuracy, the curves of Fig. 1 provide an estimate of the time 
acceptable for the first measurement of temperature, 0(t,), to be used 
in equation (7). Thereafter, any two measurements of temperature 
may be used to evaluate &2 from equation (7). 

In order to use Fig. 1, one must be able to estimate the values for 
the ratio &2/a2 and k2 (or a2) for the soil being tested. The first of 
these, fe2/a2, is simply the volumetric heat capacity, c, of the soil which 
can be evaluated from the equation [5] 
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mp = melting point 
0 = conditions in the solid at large distances from the melting sur

face 

Superscr ipt 

' = differentiation with respect to rj 

In troduc t ion 
Approximate analyses of the heat transfer from a warm, laminar 

liquid flow to a melting flat surface;are presented in references [1-3]2 

for liquid Prandtl numbers >1.0. The similarity between melting 
problems and diffusional mass transfer or transpiration cooling 
problems was first noted in [l]. Based on this diffusion-melting 
analogy, a simple method for calculating melting rates in more com
plex flow situations was developed in [4]. In this paper, exact similarity 
solutions for melting heat transfer in steady laminar flow over a flat 
plate are collected from the diffusional mass transfer literature to 
provide solutions for Prandtl numbers from 0.001 to 100. An exact 
closed-form solution is introduced for the case of melting in porous 
media. The results are presented and discussed in such a way as to 
emphasize the similarity between melting and diffusional mass 
transfer. 

G o v e r n i n g E q u a t i o n s 
The physical model is identical to that in references [1-3], viz., we 

consider a flat plate melting at a steady rate into a constant property, 
warm liquid of the same material flowing at velocity t/=o. The tem
perature and velocity profiles in the liquid flow must obey the usual 
boundary layer equations which can be made one-dimensional by the 
following similarity transformations: 

^l/»\i /2 

\ vx I 

u = UJP'(v) 

1 /vU„\ift 

The velocity and temperature profiles are then determined by 

F"' + -FF" = 0 
2 

8" + - PrFd' = 0 
2 

where & is a dimensionless temperature defined by 

„ _ T(r,) - T m p 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

The free-stream conditions in the warm liquid flow, viz., u = U„ and 
T = T„ for y -* <»; and the boundary conditions at the melting sur
face, viz., u = 0 and T = Tmp at y = 0, become 

*"(«>) — 1 ; fl(«>) — i ; F'(0) = 0; 8(0) = 0 

Finally, we write the boundary condition at y = 0 

— ) = Lpv(*,0) + cs(Tmp - T0)Pv(x,0) 
dy/y=o 

(7) 

(8) 

which states that the heat conducted to the melting surface is equal 
to the heat of melting plus the sensible heat required to raise the solid 
temperature T0 to its melting temperature Tmp. It is important to note 
that equation (8) is consistent with a coordinate system fixed to the 
melting surface, so that the interior of the solid appears to move 
toward the (stationary) melting surface with constant velocity equal 
to the melting velocity u(x,0). As long as the melting solid is large 
compared with its thermal boundary layer thickness bT = a/u(x,Q), 
transient effects in the solid are negligible (as discussed in references 

2 Numbers in brackets designate References at end of technical note. 
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[5,6]). Roberts [7] in his paper on the steady melting of a solid in a hot 
gas flow provides a detailed derivation of condition (8). In terms of 
the transformed variables, boundary condition (8) becomes 

PrF(0) + 2B0'(O) = 0 

where B, the dimensionless melting parameter defined by 

c(T„.- Tm p) 

(9) 

(10) 

Tmp)/L andc s (T„ 

B=-
L + cs(Tmp- T0) 

is a combination of the Stefan numbers c(T«, 
— TQ)IL for the liquid and solid phases, respectively. I t is convenient 
to report the local heat transfer or melting rate in terms of a local 
heat-transfer coefficient or local Nusselt number defined as fol
lows 

N u = £ = Rei/20/(O) (i D 

From equation (8), therefore, the melting velocity, v(x,0), is ob
tained: 

v(x,0)x 
•BNu (12) 

Solution of the given equations is quite unnecessary as the functions 
F and 8 satisfy the same boundary value problem already solved 
elsewhere in the context of diffusional mass transfer or transpiration 
cooling [10-15]. 

R e s u l t s a n d D i s c u s s i o n 
The melting rate is presented in Fig. 1 (in terms of the local Nusselt 

number Nu) as a function of the melting parameter B, with the 
Prandtl number as a parameter. The Nusselt number is normalized 
by the Nusselt number in the absence of melting, Nug=o = Nu0. In 
the limit as B —• 0, the results become equivalent to solutions for heat 
transfer to an isothermal plate (see, e.g., references [8,9]). The results 
for the range Pr = 0.001-100 were obtained from (tabulated) exact 
similarity solutions reported by Evans [15]. 

One interesting feature of the solutions is that the influence of the 
Pr number on the normalized Nusselt number disappears as Pr be
comes large. The asymptotic relation between Nu/Nuo and B has been 
the subject of many investigations [1, 2, 10-14]. Most of this work 
exploits the "thinness" of the thermal (oi diffusion) boundary layer 
in the high Pr (or Sc) number limit to arrive at a fairly complex, but 
mathematically exact implicit relationship between Nu/Nuo and B. 
A simple expression, namely, 

Nu In (1 + B) 

N u 0 ~ B 
(13) 

T 1 I I I I I I I I M i l ! I I I | I | I I 

STAGNANT FILM THEORY _ 

POROUS MEDIUM 

c(T<o Tmp) 

L + Cs (V^o) 
Fig. 1 Normalized Nusselt number as a function of melting driving force 
parameter 8; dependence on liquid Prandtl number 
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based on the stagnant film model of a boundary layer [16], was first 
suggested by Spalding [10] to correct for the effect of interfacial mass 
transfer on diffusion in real boundary layers. This expression is also 
plotted in Pig. 1. While Nu/Nuo values from equation (13) do not 
coincide exactly with those indicated by the laminar-boundary-layer 
calculations, they are nevertheless comparable in form and magnitude 
for Pr » 1. Moreover, since it has been widely used with considerable 
success for mass transfer at complex surfaces submerged in laminar 
or turbulent flows (see, e.g., [17, 18]) equation (13) is expected to 
correctly account for the effects of melting in many complex flow 
systems [4]. 

Melting in Porous Media 
Suppose that a flat plate is melting in a potential (inviscid) flow 

field. This case is approximately realized in practice when fluid flows 
through a porous medium (e.g., sand or soil; see [19, 20]) containing 
a frozen layer (e.g., ice or permafrost). Then, the momentum equation 
(4) reduces to F" = 0, or, from boundary conditions (7) and (9), 

F = v-^-6'(0) 
Pr 

(14) 

(15) 

Introduction of this expression into equation (5) leads to 

erf [B/Pr1/20'(O)] + erf [-Pr1 '2*, - B/Pr1/20'(O) 1 

~ erf [B/PiW®)] + 1 

Evaluating dB/drj at i\ - 0, we obtain the following exact implicit 
relation for the normalized Nusselt number Nu/Nuo: 

Nu/Nuo [1 + erf (Bir~1/2 Nu/Nu0)] = exp [-B^-MNu/Nuo)2] (16) 

where 

NUQ = Tr-1/2 (PrRe)1 '2 (17) 

Recently, Reid [21] solved the problem of melting of permafrost by 
ground water movement using the approximate integral (profile) 
method. His analysis, however, is concerned with low melting rates 
(B « 1 ) so that Nu » Nuo. Equation (16) is plotted in Fig. 1 (just below 
the curve for Pr = 10). One notes that equation (13) can be used to 
approximately correct for the effects of high melting rates in porous 
media.3 
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based on the stagnant film model of a boundary layer [16], was first 
suggested by Spalding [10] to correct for the effect of interfacial mass 
transfer on diffusion in real boundary layers. This expression is also 
plotted in Pig. 1. While Nu/Nuo values from equation (13) do not 
coincide exactly with those indicated by the laminar-boundary-layer 
calculations, they are nevertheless comparable in form and magnitude 
for Pr » 1. Moreover, since it has been widely used with considerable 
success for mass transfer at complex surfaces submerged in laminar 
or turbulent flows (see, e.g., [17, 18]) equation (13) is expected to 
correctly account for the effects of melting in many complex flow 
systems [4]. 

Melting in Porous Media 
Suppose that a flat plate is melting in a potential (inviscid) flow 

field. This case is approximately realized in practice when fluid flows 
through a porous medium (e.g., sand or soil; see [19, 20]) containing 
a frozen layer (e.g., ice or permafrost). Then, the momentum equation 
(4) reduces to F" = 0, or, from boundary conditions (7) and (9), 

F = v-^-6'(0) 
Pr 

(14) 

(15) 

Introduction of this expression into equation (5) leads to 

erf [B/Pr1/20'(O)] + erf [-Pr1 '2*, - B/Pr1/20'(O) 1 

~ erf [B/PiW®)] + 1 

Evaluating dB/drj at i\ - 0, we obtain the following exact implicit 
relation for the normalized Nusselt number Nu/Nuo: 

Nu/Nuo [1 + erf (Bir~1/2 Nu/Nu0)] = exp [-B^-MNu/Nuo)2] (16) 

where 

NUQ = Tr-1/2 (PrRe)1 '2 (17) 

Recently, Reid [21] solved the problem of melting of permafrost by 
ground water movement using the approximate integral (profile) 
method. His analysis, however, is concerned with low melting rates 
(B « 1 ) so that Nu » Nuo. Equation (16) is plotted in Fig. 1 (just below 
the curve for Pr = 10). One notes that equation (13) can be used to 
approximately correct for the effects of high melting rates in porous 
media.3 
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The Laminar Compressible 
Boundary Layer on a Rotating 
Sphere With Heat Transfer 

M. Y. Hussaini1 and M. S. Sasiry2 

N o m e n c l a t u r e 
a = radius of the sphere 
Cp = specific heat at constant pressure 
g = acceleration due to gravity 
Gr = Grashof number = g (3/Cp (hw* - h„*)(2a)3/pw*2 

h = enthalpy 
Nu = Nusselt number based on diameter = 2a/(hw* - h„*)(dh*/ 

Nu = average Nusselt number 
Pr = Prandtl number 
Re = Reynolds number based on diameter = 4a2£l/vw* 
u = ^-component of velocity (meridional) 
i? = y -component of velocity (radial) 
w = 2-component of velocity (azimuthal) 
x = meridional coordinate measured from north pole 
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y = radial coordinate measured normal to surface 
/3 = coefficient of thermal expansion 
p = coefficient of viscosity 
v — kinematic viscosity 
p = density 
T = torque 
Q = angular velocity about the vertical diameter 

Superscript 

* = dimensional quantity 

Table 1 The coefficient of torque Gr/Re2 = 0 

Coefficient 
Methods of to rque 

Dorfman and Serazetdinov [ 5 ] 4.1 
Dorfman and Mironova [ 6 ] 3.91 

Theoret ical : Nigam [ 3 ] 3.98 
Manohar [ 9 ] 3.265 

L P r e s e n t m e t h o d 3.279 
Exper imenta l : Bowden and Lord [ 1 1 ] 3.5 

Subscripts 

°° = value in the ambient fluid 
w = value at the wall 

I n t r o d u c t i o n 
There are many theoretical investigations of the thermal boundary 

layer induced by an isothermal sphere rotating in an otherwise 
quiescent fluid [1—ll].3 The analyses of Kreith, et al. [1] and of Singh 
[2] are based on Nigam's solution [3], the applicability of which to the 
real situation is doubtful. It also has a further drawback—poor con
vergence for Prandtl numbers less than 3. The results of Banks [4] 
which are based on series solution (in powers of meridional angle) 
show notably poor agreement with experimental data. Similar criti
cism can be made about the approximate methods of Dorfman and 
Serazetdinov [5] and of Dorfman and Mironova [6]. None of these 
studies include the buoyancy effects. The present method seems to 
be devoid of such drawbacks and the analysis presented here considers 
the influence of buoyancy and viscous dissipation on torque, heat 
transfer, and the position of the ideal jet (the plane of impinge
ment of the boundary layer from the northern and southern hemi
spheres). 

Analys i s 
The equations of motion for the laminar compressible boundary 

layer on a sphere rotating in a fluid otherwise undisturbed are given 
in references [7-8] where the following nondimensional variables and 
transformations are introduced. 

x-x*/a, y = y*(Re)1 '2/2a, u = u*/aQ sirix 
t? = i5*(Re)1/2/2aOsinx, 
w = w*/aQ sin x, p = p*/pw*; p. = p*lpw* 
h_= (h* -ha*)/(hw* -h„*)andi$ = 5 + uy cot X) 
X = J* sin x dx, Y = / sin x dy, 17 = J* pdy, £ = 1 + X, pp = 1 

(1) 

To apply the Galerkin-Kantrovich-Dorodnitsyn (GKD) method 
these transformed equations are multiplied by proper weight func
tions and are then integrated with respect to ?j across the boundary 
layer. It has been found expedient to replace 77 by w. 

The integrands in the resultant integral relations are assumed to 
be polynomials in w. One-strip approximation in the GKD formula
tion yields a trivial solution. For the two-strip approximation the 
following polynomials are assumed which satisfy the pertinent 
boundary conditions. 

u = 4uiU)(l — w) 

8 = (20o - "1) + ("1 - 8o)/w 
1/0 = (4/0! - 1/0O)UJ + (2/0o - 4/0i)w2 

h = ( 4 / i 1 - l ) u ) + ( 2 - 4 / i i ) w 2 

where 

1= 1 
dw / 

cV \ 
1/00 

(2) 

(3) 

and ui, 0i, hi are the values of u, 0, and h at w = \ . It may be observed 
that there is only one unknown for each u and h and hence only one 

equation each for u\ and h\ need be generated from the integral 
relations. Thus, the chosen weight functions in the GKD method are 
fiiu) = u2 and H2(h) = h2so that all the terms in the integral relations 
could be retained. For the two unknowns in 0 as is usually done in the 
GKD method gn(w) is chosen as gi(w) = w and g2(w) = w2. Substi
tuting these weight functions and the polynominal expansions (2), 
the integral relations can be reduced to a set of four coupled ordinary 
differential equations to be solved as an initial value problem. 

Appropriate initial conditions must be added to these equations 
for the complete specification of the problem. If the various terms in 
the foregoing equations are of the same magnitude to the lowest order 
in £ near the pole, then it is found that u\ = constant, ZQ = — Ao(£)1/2, 
Z\ = —Aiii-)1/2, hi = constant where ZQ = U160, Zi = ui@i. These are 
referred to as starting solutions. The various constants in the starting 
solutions are obtained by solving the algebraic equations resulting 
from their substitution into the system of ordinary differential 
equations and letting £ tend to zero. The starting solution implies that 
the flow at the pole for Gr/Re2 = 0 is identical to that due to a rotating 
disk. The solution to the system of ordinary differential equations is 
then obtained by a Runge-Kutta method of integration. 

R e s u l t s and D i s c u s s i o n s 
(a) Velocity Boundary Layer. It is found that Wi remains 

nonzero at the equator and its value is in agreement with Manohar's 
[9]. It is also found that the values of u , and wn at the surface as cal
culated by the present method for Gr/Re2 = 0 agree very well with 
those of reference [9]. A comparison of the values of the torque coef
ficient as obtained in different studies is given in Table 1. More sig
nificantly, it is found that the kind of solution proposed by Nigam [3] 
does not exist. If we substitute u1 = 0 at the equator, i.e., £ = 1 in the 
resultant ordinary differential equations, we find after a little ma
nipulation in two different ways that dui/dl- at best vanishes at the 
equator, but in the case of Nigam's solution [3] it is negative. 

ib) Heat Transfer. In the case of forced convection it is inferred 
from the analysis that the Prandtl number dependence of average 
Nusselt number can very well be approximated by Nu/Re1//2 = 0.318 
Pr0-4. Fig. 1 gives a comparison of the present values of the local 
Nusselt number with those of Chao and Greif [10] for Pr = 10, and it 

- CHAO AND GREIF [ 10] 

- PRESENT CALCULATIONS 

-g 

3 Numbers in brackets designate References at end of technical note. 

0.2 0.4 0..6 O.fl 1.0 1.2 1.4 

Fig. 1 Local Nusselt number versus X 
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Table 2 - ^ - for — = 0 and Pr = 0.7 
Re1/* Re2 

Nu 
Method 

Banks [4] 
Dorfman and Mironova [6] 
Dorfman and Serazetdinov [5] 
Present method 
Kreith, et al. [1] 

ReV4 
0.25 -i 
0.252 
0.276 
0.291_ 
0.373 

Theoretical 

Experimental 

can be seen that the results compare well for a two-strip approxima
tion. Table 2 gives a comparison of the various theoretical predictions 
with experimental results of Nu/Re1/2, and it is found that the present 
results are closer to, but still less than, the experimental values. The 
discrepancy may be explained by the neglect in the analysis of tur
bulent interaction at the equator. 

In the absence of the buoyancy force the flow over the sphere po-
sesses symmetry with respect to the equatorial plane, assuming of 
course that the equatorial jet is an infinitesimally thin sheet. The 
buoyancy effect destroys this symmetry. As the equations under 
consideration cannot describe the region of impingement of the 
boundary layers from the two poles, they are integrated from the north 
pole southward and from the south pole northward up to the latitude 
where the meridional velocity ux is equal in magnitude and opposite 
in sign. This fixes the position of the ideal jet. These are plotted for 
a series of values of Gr/Re2 in Fig. 2. It is clear from that figure that 
the flow at the north pole is not identical to that at the south pole 
owing to the influence of buoyancy which opposes the meridional flow 
in the upper hemisphere and aids it in the lower hemisphere. However, 
buoyancy effect is suppressed at the poles, i.e., if the flow at the poles 
is taken to be that due to a Karman disk, the flow development in the 
meridional plane recovers more or less immediately from these forced 
initial conditions and the overall effect is negligible on the average 
Nusselt number, torque, and the locations of the ideal jet. 

Pig. 2 also shows the shifting of the ideal jet toward the north pole 
as the buoyancy force is increased. It is observed that the local Nusselt 
number above the jet decreases, and that below the jet increases with 
the increase in Gr/Re2. It is found that there is no meridional flow 
from the north pole toward the equator for Gr/Re2 = 0.22, implying 
that the centrifugal force which causes such a flow is outbalanced by 
the buoyancy force, and hence, this may be taken as the limit beyond 
which free convection is predominant. For Gr/Re2 = 0.15 it appears 
as if the boundary layer solution describes the flow over the whole 
sphere including a laminar jet whose extent is predicted to be roughly 
50deg < X <73.degi. Forthe values of Gr/Re2 lying between 0.15 and 
0.22 the meridional velocity in the boundary layers on the upper and 
lower hemisphere goes to zero before they could impinge upon each 
other, and thereafter the solution becomes unstable. 

Although in practical situations transition occurs before dissipation 
becomes significant, the case of nonzero dissipation has also been 
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Fig. 2 The absolute value of U-, versus X 

considered in our study and it is found that increase in dissipation 
decreases the Nusselt number. The torque decreases for nonzero 
values of Gr/Re2 as increasing dissipation pushes the ideal jet location 
upward. With an increase in Gr/Re2 the torque decreases and the local 
Nusselt number above the jet decreases and increases below the 
jet. 
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